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Abstract

Satellite-based positioning systems provide a persistent positioning service to electronic devices.
Still, in indoor environments the link quality hardly or not at all allows to decode signals sent
by the satellites. Researchers hence strive after finding an indoor equivalent to satellite-based
systems to seamlessly localize objects in any environment. Due to its superior time resolution
and high immunity to multipath fading, ultra-wideband (UWB) technology seems to be best
suited to satisfy the particularly high demand on accurate position information in indoor settings.
However, existing UWB-based systems focus mainly on accuracy and partially on precision
ignoring that equally important a positioning system has to be robust, efficient, and scalable.

In this thesis, we present solutions dedicated to each of these properties while still maintain-
ing accurate position estimates. First, we present an adaptation scheme that derives at runtime a
set of physical layer parameters to optimize energy efficiency and robustness of UWB communi-
cation links. This is required to reliably and efficiently share timestamps in an indoor positioning
system. To trigger a parameter change we have designed a link state indicator, which exploits
the estimated channel impulse response (CIR) provided by UWB transceivers. This allows to
extract information about the link quality and to identify the characteristics of the surrounding
environment, such as the presence of NLOS conditions and destructive interference.

Second, we present an indoor positioning system named SALMA that cuts down the required
infrastructure to a single physical anchor by exploiting multipath propagation. Indeed, the high
bandwidth of UWB allows to resolve multipath components (MPCs) from the estimated CIR.
To derive the position of a tag in SALMA, we use a known floor plan to model the theoretical
multipath propagation and compare it with the estimated CIR. Due to exploitation of the time
and angular domain of the MPCs by employing directional antennas, SALMA provides robust
position estimates even in obstructed line-of-sight conditions with a 90% error of 30.7 cm, while
requiring minimal infrastructure to enable cost- and time-efficient deployments.

Third, we present two schemes to estimate the distance of a tag to multiple neighbors and
its position with a single receive operation. To this end, we employ concurrent ranging, where
multiple distinct transmitters intentionally inject signal components in the CIR to derive their
distances to a node simultaneously. We tackle several key challenges of concurrent ranging and
provide a solution that allows the implementation on low-cost UWB devices. Following, we
apply concurrent ranging in a TDoA-based positioning system named SnapLoc that allows to
obtain responses from multiple anchors simultaneously without requiring a tight synchronization
and to enable passive localization of the tags. Furthermore, we present concepts to overcome the
limited timestamp resolution of low-cost UWB transceivers to achieve a 90% error of 33.7 cm
at theoretical update rates of up to 2.3 kHz and independently of the number of tags.
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Kurzfassung

Satellitengestützte Navigationssysteme bieten elektronischen Geräten die Möglichkeit zur kon-
tinuierlichen Ortsbestimmung. Jedoch ist die Verbindungsqualität in Innenräumen in den sel-
tensten Fällen ausreichend, um die gesendeten Signale der Satelliten dekodieren zu können.
Deshalb setzen sich Forscher weltweit das Ziel ein Indoor-Äquivalent zu satellitengestützten
Systemen zu finden, welches eine lückenlose Lokalisierung von Objekten in jeglichen Umge-
bungen ermöglichen soll. Aufgrund der guten Zeitauflösung und hohen Immunität gegenüber
Mehrwegeausbreitung gilt die Ultra-wideband (UWB) Technologie als am besten geeignet, um
die zukünftigen Anforderungen an ein Indoor-Positionierungssystem erfüllen zu können. Der
Fokus bestehender UWB-basierter Systeme ist vorwiegend die Genauigkeit sowie teilweise die
Präzision der Positionsdaten zu maximizieren. Allerdings ist es ebenso wichtig, dass ein Indoor-
Positionierungssystem robust, effizient und skalierbar ist.

In dieser Arbeit stellen wir Lösungen zur Optimierung jeder dieser Eigenschaften vor, ohne
dabei die Genauigkeit und Präzision der Positionsinformation negativ zu beeinflussen. Zunächst
präsentieren wir ein System, das zur Laufzeit einen Parametersatz für die Bitübertragungsschicht
bestimmt, welcher die Energieeffizienz sowie Robustheit von UWB Kommunikationsverbindun-
gen optimiert. In einem Positionierungssystem ist dies erforderlich, um Zeitstempeln effizient
und zuverlässig zwischen den Knoten austauschen zu können. Zur Triggerung einer notwendi-
gen Adaptierung der Parameter haben wir einen Indikator entwickelt, welcher in Echtzeit die
Verbindungsqualität bewertet. Dieser Indikator nützt die von UWB Transceivern bei Empfang
eines Paketes estimierte Kanalantwort. Aus Letzterer können Informationen zur Beschreibung
der Verbindungsqualität extrahiert werden, sowie Umgebungs-Charakteristika wie eine blockier-
te Sichtverbindung und destruktive Interferenzen identifiziert werden.

Zweitens präsentieren wir ein Indoor-Positionierungssystem namens SALMA, welches die
Mehrwegeausbreitung ausnützt, um dadurch den Infrastrukturbedarf auf einen einzelnen physi-
schen Anker reduzieren zu können. Tatsächlich ermöglicht die hohe Bandbreite von UWB, dass
einzelne Multipfadkomponenten aus der estimierten Kanalantwort extrahiert werden können.
In SALMA wird nun zur Positionsbestimmung eines Tags anhand eines bekannten Grundris-
ses der Umgebung die theoretische Mehrwegeausbreitung modelliert und mit der estimierten
Kanalantwort verglichen. Durch die Verwendung von Richtantennen nützt SALMA neben der
Zeit- noch Winkelinformation aus, wodurch SALMA eine robuste Positionsbestimmung auch
bei eingeschränkter Sichtverbindung mit einem 90% Positionsfehler von nur 30.7 cm erreicht.
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Drittens präsentieren wir zwei Lösungen, die es ermöglichen die Entfernung eines Tags zu
mehreren Nachbarn sowie dessen Position mit einer einzigen Empfangsoperation zu ermitteln.
Zu diesem Zwecke wird ein Verfahren namens Concurrent Ranging eingesetzt. Bei Letzterem
injizieren mehrere unterschiedliche Sender eine Signalkomponente in die Kanalantwort, wo-
durch simultan die Distanz eines Empfängers zu all seinen Nachbarn abgeleitet werden kann.
Wir lösen einige der Limitierungen von Concurrent Ranging, um eine Implementierung auf kom-
merziellen UWB Geräten zu ermöglichen. Darauf aufbauend integrieren wir besagtes Konzept
in einem TDoA-basierten Positionierungssystem namens SnapLoc, welches die simultane Ak-
quise von mehreren Ankersignalen ausnützt und dadurch eine passive Lokalisierung der Tags
ermöglicht, ohne eine präzise Synchronisation zwischen den Ankern zu erfordern. Darüber hin-
aus präsentieren wir Konzepte, um den Einfluss der begrenzten Zeitauflösung von UWB Tran-
sceivern zu reduzieren. Dies erlaubt einen 90% Fehler von 33.7 cm bei theoretischen Positions-
Aktualisierungsraten von bis zu 2.3 kHz und unabhängig von der Anzahl der Tags.
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CHAPTER 1
Introduction

Global navigation satellite systems (GNSSs) provide electronic devices with 24-hour three-
dimensional position, velocity, and time information anywhere on, or near, the surface of the
earth [87, 198]. Besides the military use of GNSS, this enabled numerous civilian applications
including air and road navigation [196, 209], surveying and mapping [86], environmental mon-
itoring [59, 217], and location-based services [189]. Among others, the longstanding success
of GNSSs was facilitated by its global coverage, low number of outages, and high scalability.
The latter is enabled by the passive one-way communication of major global navigation satellite
systems, such as GPS, GLONASS, and Galileo. Instead of actively emitting electromagnetic
waves, GNSS-enabled devices purely listen to the signals transmitted by GNSS satellites. How-
ever, in outdoor scenarios with reduced view to open sky and indoor environments the use of
satellite-based navigation systems is denied due to limited signal reception [87]. Additionally,
an achievable accuracy at the meter level is insufficient for many indoor applications and the
complexity of GNSS receivers leads to high power consumption [61] and costs [166].

Given that we spend up to 90% of the day in enclosed buildings [109, 199] and around
sixteen hours a day at our homes [24], researchers around the world are driven to find an equiv-
alent to GNSS for indoor scenarios to seamlessly position objects in all environments [132].
The investigated technologies stretch from vision-based [21, 101] over sound-based [84, 127]
to magnetic systems [20, 80]. However, due to the ability to penetrate obstacles, a long com-
munication range, and cost efficiency, radio frequency (RF)-based technologies are considered
most promising. Among others, this includes indoor positioning systems (IPSs) based on Wi-
Fi [58, 81, 228], Bluetooth [31, 207, 210], and RFID [89, 164, 170]. These technologies have
in common that they are narrowband and, thus, highly susceptible to multipath fading and can
hardly achieve sub-meter accuracy [132]. Therefore, in 2007, the IEEE 802.15.4 working group
presented the IEEE 802.15.4a amendment. The latter specifies additional PHYs dedicated to
highly accurate ranging and localization as well as improved robustness [69, 92].

One of the added PHYs is the ultra-wideband (UWB) technology, which spreads the sig-
nal power over a wide bandwidth of more than 500 MHz by transmitting pulses of short du-
ration [212]. This results in a high immunity to multipath fading, superior time-domain res-
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olution allowing for accurate ranging, as well as noise-like signal properties to limit cross-
technology interference [211, 238]. Although Heinrich Hertz already experimented with UWB
signals in the 1880s, the theoretical foundation for ultra-wideband was laid in the 1990s and
early 2000s [3, 211, 214]. The breakthrough of UWB took even longer, namely, till the intro-
duction of worldwide UWB standards as well as the availability of low-cost UWB transceivers
eventually leading to UWB-enabled smartphones and vehicles [44, 118, 215].

The decision to equip billions of electronic devices with ultra-wideband technology was
initially triggered by the automotive domain to avoid relay attacks in car access systems by uti-
lizing UWB’s ability to securely and accurately estimate the distance between devices [44,192].
Additionally, this property lifted UWB to become the most promising technology for indoor
positioning systems [106, 117, 129, 193]. However, to establish UWB as the long-term indoor
equivalent to GNSS, positioning systems based on UWB further have to provide robust position
estimates. This requires to maintain robust communication links to reliably share timestamps
within a network and to precisely estimate the position of electronic devices even under the
challenging propagation conditions of indoor environments. Indeed, moving people, walls, fur-
niture, and other surrounding objects result in severe signal attenuation, multipath propagation,
scattering of radio waves, and frequent obstructed or blocked LOS situations [126, 224].

The rapid increase and presence of interconnected objects, marketed under the terms Internet
of Things (IoT) and cyber-physical systems, enabled numerous applications with high societal
and economical relevance and impact such as mobile autonomous systems [68, 73], optimized
production and supply chain management [29, 155], as well as assisted living [157, 218]. To
enable these use cases, the typically battery-powered devices require context information of
its environment including accurate location information [151]. Hence, providing sustainable
services requires an efficient positioning system bearing the limited energy budget in mind.

Besides the resource efficiency of individual devices, in an IoT network a large number
of heterogeneous devices have to co-exist without negatively affecting the overall quality of
service. Hence, a positioning system is stringently required to be scalable in terms of device
density [126, 158]. Indeed, solving the scalability problem enabled the long-lasting success of
GNS systems such as GPS. The latter guarantees a constant performance as well as position
update rate regardless of the number of users. Suitable indoor positioning systems have to strive
for a similar behavior to take the prospective billions of interconnected devices into account.

1.1 Indoor Positioning

The availability of position information provided by satellite-based positioning systems has
shifted the research and business focus to indoor environments in which the signal-to-noise
ratio (SNR) hardly or not at all allows to decode signals sent by the satellites. Instead, dedicated
indoor positioning systems have to complement the GNSSs to enable a location-aware Internet
of Things eventually opening up a new dimension called Localization of Things [32,176]. After
defining important terms related to indoor positioning in Sect. 1.1.1, Sect. 1.1.2 discusses appli-
cation domains enabled by the availability of seamless position information combined with the
rapid increase of low-cost connected devices. Due to the diversity of these potential applications,
several technologies were investigated to find the best fit for future IPSs (Sect. 1.1.3).
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1.1.1 Definitions and terms

In literature, the terms positioning and localization are commonly used synonymously. How-
ever, positioning (short for position determination) is the process of obtaining a position (i.e., a
set of coordinates) of an object related to a well-defined coordinate system. It is differed between
absolute and relative positioning (i.e., estimating a position based on previous positions) [85].
Localization (location determination) instead describes the process of determining the position
in terms of topological relations [135] and is often used for low-accuracy systems [132]. Al-
though positioning is in most cases the proper term, within this thesis also localization will be
used at times due to its pervasiveness in the wireless sensor networks community and since
positions of objects are estimated occasionally with respect to a given floor plan.

Typically, positioning systems are anchor-based meaning that a set of static devices at a
known position is used to determine the a-priori unknown coordinates of mobile devices or
nodes. The latter can be used to cooperatively refine the position estimates of the mobile devices
and extend the coverage [225]. Even though GNSSs do not contain static nodes, still, they
employ the anchor-based principle as the position of the satellites is known at any point in
time [234]. Within this thesis likewise anchor-based indoor positioning systems are considered
and the static nodes are consistently called anchors and the mobile nodes are referred to as tags.

Depending on the direction of communication between tag(s) and anchor(s) one differenti-
ates between client- and server-based positioning. In the latter case tags are transmitting signals
to the anchors and the position estimation is performed remotely on a back-end server connected
to the anchors [132]. In such a centralized scheme the server holds position information of all
tags enabling asset or people tracking. Instead, in navigation scenarios the position information
is required at the mobile devices corresponding to client- or mobile-based positioning [234].
GPS is a typical example for such a navigation system as the satellites are transmitting radio
waves and the GPS-enabled devices receive the signals and carry out the position determination
locally. In this thesis, among others, a GPS-like client-based positioning system is presented.

1.1.2 Applications

The advancement in wireless technologies and the widespread penetration of wireless devices
enabled the progression from (relatively) static applications such as remote environmental moni-
toring (e.g., heat, humidity, or air pollution) in wireless sensor networks [232] towards highly dy-
namic and more sophisticated use cases. Within this section, the latter will be divided into three
categories, namely (i) tracking and monitoring, (ii) navigation and guidance, and (iii) location-
based services and analytics. For each category a few use cases are discussed, however, please
note that this is not a complete list. Instead, it is expected that further application domains will
emerge in the near future due to the continuing progress to equip smartphones, vehicles, and
wearables with highly accurate and robust positioning capabilities.
Tracking and monitoring. As discussed in Sect. 1.1.1, server-based systems hold the position
information at a central server allowing to track people, animals, and assets. This enables identi-
fication and authentication of people [174], medical monitoring of elderly and disabled people to
detect emergencies and falls [157,218], and to track employees and workers in automatic safety
systems at construction- and production sites [16]. Furthermore, tracking systems are used to
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detect if an asset has unauthorizedly left a certain area to prevent thefts or losses of important
and expensive instruments and products [7]. In the retail market, positioning systems allow au-
tomated inventory tracking and real-time stock information of products [104]. Recently, also
fully automated self-checkout systems and cashier-less stores have gained interest [216, 243].
Navigation and guidance. The process of planning and controlling the movement of an object
from one place to another is called navigation and guidance and it requires precise position and
trajectory determination [85]. In indoor environments this covers the navigation of customers to
stores and goods [152], the guidance of visitors through exhibitions and trade shows [19] as well
as the support of visually impaired people. Moreover, besides humans, also robots and drones
use indoor positioning systems to enable the delivery of goods [142], automatically parking
vehicles [205, 210], augmented reality applications [150], and even robot-aided surgeries [208].
Location-based services and analytics. Typically, a navigation system is combined with (wire-
less) communication capabilities to obtain position-related (geo-)information and enable so
called location-based service (LBS) [132]. Hence, an LBS is based on the combination of nav-
igation, information, and communication, where the localization system is a key component
that is generally rarely noticed by the user [85]. The previously mentioned applications such as
guidance through museums or stores are strictly speaking location-based services which can be
extended with proximity-based information and personalized marketing such as push notifica-
tions about special offers [191]. Additionally, the collected information might be used to analyze
visitor behavior or to optimize industrial processes and flow of visitors [233].

1.1.3 Technologies

Towards identifying an indoor equivalent to GNSSs, numerous different means to estimate the
position of a mobile device were investigated. Within this section the most prominent tech-
nologies are discussed and categorized into (i) optical technologies, (ii) RF technologies and
(iii) alternative technologies that are not employing electromagnetic waves.
Optical technologies. Positioning systems based on infrared and visible light cameras [21, 23]
as well as LIDAR [222] achieve accuracies from a few decimeters down to sub-mm enabling
sophisticated and demanding applications such as robot-aided surgeries [208]. In such well-
defined and limited areas of operation, optical systems outperform other technologies. However,
equipping larger areas such as shopping malls, shop floors, museums, and homes with optical
systems is impractical due to the limited range and exuberant costs making optical technologies
infeasible for most IoT applications. Furthermore, systems based on cameras often conflict
with privacy concerns and all systems have in common that they are unusable in non-line-of-
sight (NLOS) situations, which further decreases the potential domain of use cases.
RF technologies. Although heavily attenuated in NLOS conditions, RF signals instead are capa-
ble of penetrating obstacles resulting in longer communication ranges [166]. Besides the higher
cost efficiency compared to optical systems, this ensures a substantially larger coverage [132].
However, due to the longer wavelengths, the accuracy of RF systems is limited to the centimeter
to meter(s) range. In the following, the most common wireless technologies for RF-based indoor
localization are discussed, namely Wi-Fi, BLE, RFID, and UWB.
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IEEE 802.11 (Wi-Fi). Systems employing Wi-Fi signals typically exploit the position depen-
dency of the received signal strength (RSS) combined with fingerprinting [228], in which pre-
measured radio maps (fingerprints) are correlated with the present RSS of surrounding Wi-Fi
access points. The latter are often readily available in indoor sites allowing for cost-efficient
deployments. However, RSS estimates are highly dependent on the propagation environment
and show a high time variability [132]. Moreover, the fingerprints have to be acquired in a time-
consuming offline phase and kept up-to-date to cope with dynamics. Depending on the density
of access points and fingerprints, the achievable accuracy is 2 - 15 m for ranges up to 150 m [97].
Bluetooth Low Energy (BLE). BLE was merged into the Bluetooth Specification v4.0 in 2010
and offers a considerably lower power consumption than classical Bluetooth [69]. The high
energy efficiency, low cost, as well as high market penetration makes it a reasonable technology
for IPS [240]. To this end, BLE beacons are continuously transmitting signals, whose RSSs are
recorded by BLE-capable devices [52]. Like Wi-Fi, BLE-based systems exploit the crowded
ISM band and the accuracy is similar. However, dedicated infrastructure is required and the
range is limited to 20 - 30 m [12], which demands a denser network of BLE beacons [228].
Radio-frequency identification (RFID). An RFID system uses a reader to identify and track
tags. It is differentiated between active RFID systems, in which the tags are equipped with
transceivers and internal power supply and passive RFID systems employing inductive coupling
making a power supply dispensable. However, passive tags are limited to a detection range of
2 m [12], whereas active tags extend the range up to 30 m [132]. To localize mobile readers or
tags, proximity detection or RSS is used. Similar to BLE and Wi-Fi, the limited resolution of
provided timestamps makes RFID barely suitable for time-based positioning.
Ultra-wideband (UWB). Although fingerprinting UWB positioning systems exist [184], it is
more common to derive the position-related information from the ToA and TDoA of the received
UWB signal(s). To this end, the increased bandwidth is utilized to enable accurate and precise
timestamping. Moreover, besides accuracies in the cm range even in harsh environments [35,
100], the high bandwidth enables (i) high throughput [61], (ii) high immunity to interference
effects [132,214] and (iii) reduced multipath fading [213]. Compared to Wi-Fi, readily installed
infrastructure is not available, however, the decision to equip smartphones with UWB [118,215]
might enable a high market penetration.
Alternative technologies. Thus far, technologies employing electromagnetic waves are dis-
cussed, however, mechanical waves such as audible sound and ultrasound are likewise capable
of localizing objects [74]. Due to the appealing attribute of the relatively slow speed of sound, the
timing requirements are less stringent and cm accuracy and better is achievable [134]. However,
the operating range is limited to 10 m and sound systems are highly susceptible to temperature
changes, NLOS conditions, and multipath propagation [132]. Systems based on magnetic and
electromagnetic fields, instead, have the potential to penetrate obstacles and operate in limited
LOS [177]. Depending on the applied approach, however, the range is limited to a few me-
ters [74]. To enhance the accuracy, one can exploit inertial measurement units, consisting of
accelerometers, gyroscopes and/or magnetometers. Due to the significant drift of these sensors,
it is not advised to use them standalone, however, due to their short term accuracy they are fused
with systems providing absolution position information [17].
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1.2 Problem Statement and Challenges

Considering the widespread application domain of indoor positioning systems (see Sect. 1.1.2)
and the numerous investigated technologies (see Sect. 1.1.3), respectively, it is evident that like-
wise the requirements and criteria are highly diverse. However, analyzing the literature in recent
years shows that the focus in the past was mainly on accuracy and partially on precision1. In-
deed, authors were praising the low median error of the proposed solutions, ignoring that equally
important a positioning system has to be, among others, robust, efficient, and scalable [74].
Robust. Indoor environments have the beneficial properties of being less affected by weather
conditions and showing small temperature gradients. However, the wave propagation is inher-
ently challenging due to (i) severe mulitpath fading, (ii) frequent NLOS conditions, (iii) fast
temporal changes caused by moving objects and people, and (iv) high attenuation and scatter-
ing [132]. Among the technologies discussed in Sect. 1.1.3, UWB seems to be best suited to
satisfy the particularly high demand on accurate and precise position information in indoor set-
tings [129], thus, this thesis will focus exclusively on UWB. Although its performance is heav-
ily impacted by NLOS conditions, UWB offers, in contrast to optical technologies and sound
systems, the possibility to penetrate obstacles and remain functional in crowded environments.
Moreover, due to its high bandwidth and superior time resolution, UWB outperforms other RF
technologies such as Wi-Fi, BLE, and RFID due to its higher immunity to multipath fading [4]
and the ability to accurately and precisely determine the reception time of packets [35]. How-
ever, the latter is not sufficient to provide a robust2 indoor positioning system in dynamic and
harsh environments. Indeed, the acquired timestamps to estimate distances have to be reliably
shared in a network, which requires robust communication links. To this end, currently applied
static physical layer settings are incapable of coping with dynamic wireless channels, instead, the
parameters shall adapt at runtime to a degrading communication performance, ideally depending
on the characteristics of the environment and the wireless channel. To design an effective and
robust adaptation mechanism, a detailed understanding of the UWB physical layer settings and
their impact on robustness as well as the ability to assess the quality of UWB links is inevitable.
Efficient. To enable the applicability of an indoor positioning system in an ubiquitous fashion,
the position information has to be provided efficiently to the users and electronic devices. In this
regard, it is differed between time-, cost-, and energy efficiency as they are equally important.
Time-efficient. After comparing the performance of more than 100 indoor positioning systems,
Lymberopoulos and Liu [129] concluded that the setup procedure of existing solutions is exces-
sively time-consuming and labor-intensive. This state of affairs represents a serious problem as
the success and the market penetration of an IPS highly depends on the deployment effort, mean-
ing the time and man power required to, among others, (i) deploy hardware and infrastructure,
(ii) acquire radio maps to support fingerprinting-based solutions, and (iii) train a model-based
system. Hence, ideally, a solution decreases the deployment effort required to setup and install
the system while still allowing to sustain a high positioning accuracy and robustness.

1Accuracy is defined as the divergence of the estimated position from the true position, whereas the precision is
defined as the percentage that a certain accuracy is achieved [166].

2Within this thesis, the term robustness relates to precise position estimates as well as reliable communication
and timestamp acquisition rather than robustness in terms of physical damage.
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Cost-efficient. In accordance with time and labor effort, respectively, the costs of an indoor
positioning system are raising. Indeed, the more anchors and infrastructure is demanded and has
to be deployed, the higher are the overall costs and consequently the less applicable is such a
system in large-scale applications. Moreover, positioning systems ask for small and ubiquitous
wireless devices with a modest price per unit. Hence, the hardware costs of the infrastructure and
the effort to install them as well as the complexity and costs of the nodes have to be minimized.
Energy-efficient. Due to the ubiquitous and at times mobile nature of connected electronic de-
vices, the latter are typically battery driven and, thus, frequent recharging or replacement of these
batteries impacts the user experience as well as the availability of the positioning service. Hence
besides the positive effect for the environment and reduced costs, it is mandatory to optimize the
energy efficiency to maintain a continuous service of the indoor positioning system. This is even
more severe considering that UWB radios have a higher current consumption than transceivers
based on narrowband technologies such as BLE or Wi-Fi [119] and that a large number of UWB
systems require the exchange of several consecutive messages to derive the distance between the
mobile tag and multiple anchors to unambiguously determine the position of the tag [106].
Scalable. Although designed in the 70’s, still, more than forty years later GPS is probably the
most successful positioning solution. Among others, this is due to a persistent performance of
the system independent of the number of users utilizing the positioning service. Considering
that today we see billions of connected devices with steadily increasing figures [187], it is evi-
dent that likewise an indoor positioning system has to provide a similar scalability in terms of
tag density, i.e., to support multiple tags without negatively impacting the system performance.
However, most of the existing indoor positioning solutions based on UWB technology disregard
the scalability property [158]. As a result, current systems typically support only a few tags
due to (i) the large number of messages exchanged and (ii) the use of scheduling techniques
for collision avoidance. Indeed, besides the high energy consumption, multiple messages ex-
changed to carry out each distance estimation limits the overall update rate [108] and requires
a tag to be heavily involved in the communication. This makes scheduling techniques to avoid
collisions between different mobile tags inevitable, hence, such active systems are insufficient
in terms of scalability, as an increasing tag density leads to reduced performance or position
update rate [132]. To reduce the message overhead and avoid exchanging consecutive messages,
a few UWB-based systems employ TDoA techniques. In the tag-initiated TDoA approach a tag
broadcasts only one message per position estimate [161]. The message is received from syn-
chronized anchors which compute the TDoA between anchor pairs and communicate back the
estimated position to the tag. Whilst this allows to minimize the number of transmissions carried
out by a tag and to shift the computational burden to more powerful anchors, one still needs to
allocate specific timeslots to each tag in order to avoid collisions. This limits the number of
supported tags and, consequently, the scalability of a positioning system. Furthermore, active
tag systems are controversial in terms of privacy as a third party could overhear the exchanged
packets. In contrast, the anchor-initiated TDoA approach does not need the tag to actively trans-
mit information. However, a tight synchronization in the ns-range between the anchors is still
required, which results in a significant overhead [193,227] and is challenging to maintain [223].
Hence, ideally, a positioning system does not need a tight synchronization, but still keeps the
tags passive to allow localizing an unlimited number of tags at an update rate of hundreds of Hz.
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1.3 Thesis Statement

Exploiting the increased time resolution and fine-grained channel information provided by ultra-
wideband transceivers allows to design a robust, efficient, and scalable indoor positioning sys-
tem that adapts to environmental changes at runtime, minimizes required infrastructure and
susceptibility to non-line-of-sight conditions, while maximizing update rate and responsiveness.

1.4 Contributions

The scientific contributions of this thesis in the area of UWB-based indoor positioning are sep-
arated in three parts, where each contribution is reflected in a dedicated chapter.
Contribution 1: Characterization and runtime adaptation of physical layer settings. Be-
sides a significantly higher bandwidth than other IoT technologies, IEEE 802.15.4-compliant
UWB transceivers provide several physical layer settings to fine-tune the radio sensitivity and
energy consumption. This is different from narrowband systems, where most of the knobs to
tune the energy efficiency and robustness of communications are at the MAC layer, e.g., duty
cycle [241], clear channel assessment threshold [173], and backoff times [25]. Due to the lack
of information in the research community, the first contribution of this thesis is to characterize
the impact of PHY settings including preamble symbol repetitions, pulse repetition frequency,
data rate, bandwidth, and carrier frequency on the performance of UWB communications. It
is shown that by tuning the parameters, one can gain up to 8 dB additional link margin. Ad-
ditionally, we investigate the energy consumption of different PHY configurations to highlight
privileged settings in order to optimize link reliability at minimal energy costs.

Based on the characterization and the application requirements, we develop a scheme that
derives an optimal set of physical layer settings at runtime. To trigger parameter adaptations,
this adaptation algorithm requires real-time information about the link quality. To this end, we
design a robust link state indicator. The latter exploits the estimated CIR provided by standard-
compliant UWB transceivers to extract information about the characteristics of the surrounding
environment and the received signal strength. An extensive experimental evaluation using the
Decawave DW1000 transceiver shows the effectiveness of the adaptation scheme to detect and
tackle the presence of destructive interference and to maintain a robust and efficient communi-
cation link even under harsh environmental conditions.
Contribution 2: Exploiting instead of mitigating multipath information. In the second con-
tribution of this thesis we present an indoor positioning system that cuts down the required
infrastructure to a single physical anchor by exploiting instead of mitigating multipath propaga-
tion, i.e., specular reflections originating from static objects. The system solely exploits a floor
plan showing the geometry of the building, without requiring a time-consuming setup phase,
prior calibration, fingerprint acquisition, or training of a model. Although the high bandwidth
of UWB transceivers enables to extract multipath information from the estimated CIR, state-of-
the-art UWB-based systems utilize only the leading edge of the CIR, neglecting the valuable
position-related information provided by MPCs. In this thesis, however, we exploit the known
floor plan and the anchor location to model the theoretical multipath propagation and compare
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it with the estimated CIR. This enables to unambiguously determine the position of a tag with
only a single physical anchor while still achieving an accuracy comparable to the one achieved
by common multi-anchor UWB systems. Still, overlapping MPCs might degrade the perfor-
mance, thus, we exploit self-made directional antennas to improve the robustness of the system
by exploring angular information of the MPCs. An experimental evaluation of the system shows
that 90% of the position estimates exhibit an error below 20.17 cm, with a median error below
8 cm. Due to the exploitation of time as well as the angular domain of multipath components,
even in the presence of obstructed line-of-sight 90% of the position estimates exhibit less than
30.7 cm error and a median error below 15 cm. Thus, the presented system provides robust po-
sition estimates even in non-line-of-sight conditions while requiring minimal infrastructure to
enable cost- and time-efficient deployments.
Contribution 3: Scalable and responsive positioning using quasi-simultaneous responses.
The third contribution of this thesis are two schemes to estimate the distance of a tag to multiple
neighboring nodes as well as its position with a single receive operation. This contribution is
separated in the first building block scalable ranging and the second one scalable positioning.
Scalable ranging. Estimating the distance between two nodes in a non-synchronized network
requires a two-way ranging scheme, i.e., a pair-wise exchange of at least two messages. Hence,
to estimate the distance between 𝑁 nodes, one typically needs to schedule the exchange of
𝑁 · (𝑁 − 1) messages, which is time-consuming and energy-inefficient. Similar to contribu-
tion 2 where individual multipath components are extracted, one can extract quasi-simultaneous
responses of an arbitrary number of responders from the CIR. This concept is called concurrent
ranging and was experimentally shown in [33], but without addressing several key challenges
and hindering a practical solution. These challenges include (i) to design an algorithm to reli-
ably detect multiple responses in the CIR even in the case of overlapping signal components,
(ii) to identify responders, i.e., to associate a distance estimate to a specific responder, and (iii)
to mitigate the impact of multipath components potentially leading to misclassification of MPCs
as responses. Within this thesis, we tackle all these challenges and provide a solution that allows
the practical implementation of concurrent ranging on off-the-shelf UWB devices. To this end,
among others, we present novel techniques called pulse shaping and response position modu-
lation that allow to associate a distance measurement to a specific responder and to prevent the
overlap of responses and strong multipath components from other responders.
Scalable positioning. The concept of concurrent ranging enables highly responsive, i.e., high
update rate and low latency, positioning systems. However, due to the active tag initiating a
concurrent ranging, collision avoidance techniques are still required. Instead, within this the-
sis, we apply the concept to a TDoA-based anchor-initiated approach to obtain responses from
multiple anchors quasi-simultaneously without requiring the anchors to be tightly synchronized.
Moreover, due to the initialization message sent by a reference anchor, the tag does not require
to actively transmit messages and in fact its radio-on time is reduced to a single receive opera-
tion. The system hence allows passive and privacy-preserving positioning at theoretical update
rates of up to 2.3 kHz. Despite the limited transmit timestamp resolution of low-cost UWB
transceivers, an evaluation of the system shows that a 90% error of 33.7 cm and a median error
of 18.4 cm is achievable. Thus, the performance is comparable to systems based on TWR, but
at significantly higher position update rates and independently of the number of tags.
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1.5 Scientific Impact

In total, fourteen peer-reviewed publications were authored and co-authored by the writer of this
doctoral thesis, out of which four are an integral part of the thesis. These publications have been
published in top-tier conferences, namely IEEE Intern. Symposium on A World of Wireless,
Mobile and Multimedia Networks (WoWMoM), IEEE Intern. Conference on Distributed Com-
puting Systems (ICDCS), ACM Conference on Embedded Networked Sensor Systems (SenSys),
and ACM/IEEE Intern. Conference on Information Processing in Sensor Networks (IPSN).

The paper ”SnapLoc: An Ultra-Fast UWB-Based Indoor Localization System for an Unlimited
Number of Tags” was awarded with the Best Paper Award at the IPSN 2019 conference.

The demo ”UWB-based Single-anchor Low-cost Indoor Localization System” was awarded with
the Best Demo Award at the SenSys 2017 conference.

The poster ”Switchable Directional Antenna System for UWB-based Internet of Things Applica-
tions” was awarded with the Best Poster Award at the EWSN 2017 conference.

Besides the scientific contributions as well as a book chapter published in Springer International
Publishing, the work discussed in this thesis resulted in two patent applications regarding a
single anchor positioning system using multipath assistance and a highly scalable and quasi-
simultaneous indoor positioning system, respectively.

1.6 Thesis Structure

The remainder of this dissertation is organized as follows. Chapter 2 discusses the fundamentals
of the ultra-wideband technology, its regulations and standardization, as well as applicable time-
based ranging methods. Chapter 3 characterizes the PHY settings of IEEE 802.15.4-compliant
UWB transceivers and proposes a scheme to adapt these settings at runtime to maximize ro-
bustness and energy efficiency of UWB communication links. It is followed in Chapter 4 by an
indoor positioning system that exploits instead of mitigating multipath propagation. This allows
to reduce the required infrastructure to a single physical anchor. In Chapter 5, the high band-
width of UWB transceivers is exploited to present a scheme to acquire responses and distance
estimates from multiple neighboring nodes within a single receive operation. This scheme is
extended to a scalable and responsive indoor positioning system where multiple anchors are re-
sponding quasi-simultaneously. Chapter 6 concludes with a summary of the contributions and
an outlook on potential future work. A collection of the publications is attached in Part II.
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CHAPTER 2
Foundations of UWB Technology

This chapter covers the fundamentals and history of ultra-wideband technology in Sect. 2.1
discussing the definition of UWB signals (Sect. 2.1.1), the differences between OFDM and
IR-UWB (Sect. 2.1.2), as well as the benefits of UWB over narrowband technologies for indoor
positioning (Sect. 2.1.3). Following the fundamentals, Sect. 2.2 gives an overview of the world-
wide UWB regulations (Sect. 2.2.1) and standardization (Sect. 2.2.2). In Sect. 2.3 time-based
ranging methods using UWB, namely, one-way ToA ranging (Sect. 2.3.1), TDoA (Sect. 2.3.2),
and two-way ToA ranging (Sect. 2.3.3) are analyzed. This chapter closes with a discussion of
the channel impulse response including the introduction of a signal model in Sect. 2.4.

2.1 Fundamentals

When Heinrich Hertz generated the first man-made electromagnetic waves in the 1880s, he was
experimenting with sparks and was thus, generally speaking, working with ultra-wideband sig-
nals. Likewise, Guglielmo Marconi was using UWB signals to transmit Morse Code messages
over a few miles and presumably also across the Atlantic Ocean [41, 166]. However, UWB was
banned in the 1920s due to the large occupied spectrum and was primarily limited to military
applications [245]. Consequently, it was mostly replaced by narrowband carrier-based systems.
Thereupon, it took until 1989, when the U.S. Department of Defense coined the term ultra-
wideband and until the 1990s to establish an ultra-wideband research community and to lay
the theoretical foundations including the introduction of time-hopping impulse radios by Win
and Scholtz [168, 212]. One of the major milestones for UWB wireless communications fol-
lowed in 2002, when the US frequency regulator FCC allocated the 3.1-10.6 GHz frequency
band for unlicensed operation of UWB devices with a maximum equivalent isotropically radi-
ated power (EIRP) of -41.3 dBm/MHz. The latter is also the limit for unintentional radiators
(e.g., TVs and monitors) [53]. Gradually, also other countries - with slight differences to the
FCC spectrum mask - published their own UWB regulations [69, 238].
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2.1.1 Definition of UWB signals

According to the definition by the FCC and International Telecommunication Union Radio-
communication Sector (ITU-R), UWB signals have an absolute bandwidth 𝐵 ≥ 500 MHz or a
fractional (relative) bandwidth 𝐵𝑓𝑟𝑎𝑐 larger than 0.2 [98], where 𝐵𝑓𝑟𝑎𝑐 is defined as:

𝐵𝑓𝑟𝑎𝑐 =
𝐵

𝑓𝑐
=

𝑓𝑢 − 𝑓𝑙
𝑓𝑐

, (2.1)

where 𝑓𝑢 and 𝑓𝑙 denote the upper and lower frequencies, respectively, at which the power spectral
density (PSD) is 10 dB below its maximum and 𝑓𝑐 is the center frequency given by

𝑓𝑐 =
𝑓𝑢 + 𝑓𝑙

2
. (2.2)

Hence, the definition of UWB neither defines applications nor the modulation: it rather entails
that the components of a UWB system have to be capable of handling a wide spectrum [245].

2.1.2 UWB spreading: OFDM vs. IR-UWB

There are multiple ways to spread signals to the large bandwidth defined in Sect. 2.1.1, in-
cluding the classical approaches of frequency-hopping (FH) and direct-sequence spread spec-
trum (DS-SS). In FH, different carrier frequencies are used sequentially according to a user-
specific hopping sequence. This enables fairly simple transceivers consisting of narrowband
modulators and dynamic oscillators. However, FH possibly leads to significant interference to
legacy systems, as the latter might be exposed to the maximum power of the UWB signal at
a given time [238]. In DS-SS based systems, each bit of a transmit signal is multiplied with
a high-rate spreading sequence effectively increasing the bandwidth approximately to that of
the spreading signal [139]. Despite its success in cellular communications and its early use
in high data rate UWB systems [45, 159], DS-SS is less pervasive for low-power communica-
tion networks mainly due to the high-rate processing required at the receiver [238]. Thus, the
approaches considered as most suitable to exploit the UWB spectrum are orthogonal frequency-
division multiplexing (OFDM) and time-hopping impulse radio (TH-IR). In OFDM, a UWB
signal is generated by combining parallel narrowband signals (sub-carriers) occupying different
portions of the UWB spectrum. Due to the orthogonality of different sub-carriers their spectra
may overlap leading to a high spectral efficiency. In time-hopping impulse radio instead, a data
symbol is represented by a sequence of ultra-short pulses with a duration of sub-nanoseconds
to nanoseconds. This corresponds to UWB signals in the frequency domain. Analogous to
FH in the frequency domain, TH-IR pulses are hopping in time according to a user-specific se-
quence [211]. Interferers may distort the pulse shape preventing, in the worst-case, a receiver
from correctly receiving the UWB signal. OFDM UWB systems, instead, enable blacklisting of
certain sub-carriers in case of a degrading and interfered link. However, in contrast to OFDM,
the impulse radio principle allows for low-complexity and low-power transmitter architectures,
as it is possible to generate basic pulse shapes using simple analog components [211, 245]. Due
to this property, TH-IR is highly appealing for low-power networks [238] and consequently for
highly-efficient positioning system emphasized by the decision to employ TH-IR UWB in the
IEEE 802.15.4 standards (see Sect. 2.2). Hence, this thesis focuses on TH-IR UWB systems.
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2.1.3 Ranging performance: UWB vs. narrowband

Exploiting a bandwidth of several hundred megahertz corresponds to a time resolution in the
order of a few nanoseconds. In the spatial domain this allows to distinguish multipath compo-
nents (MPCs) from reflecting surfaces separated by only a few decimeters [146]. This enables
to dissociate the first signal path or LOS component from the multipath, which allows to accu-
rately and precisely determine its time of arrival (ToA) and consequently the time of flight of
the signal and hence the distance to the source. Instead, when using narrowband systems, MPCs
will interfere constructively and destructively with the LOS component, which will introduce
fading and pulse distortions and thus increases the uncertainty of the ToA estimation.

To mathematically quantify the impact of bandwidth on the ranging performance, one may
employ the Cramér-Rao lower bound (CRLB)1 [105]. The latter defines a theoretical lower limit
on the variance of the estimated time of arrival 𝜏𝑎 of the first path component and the mean
squared error (MSE) in case of an unbiased estimate 𝜏𝑎,

var{𝜏𝑎} = E{(𝜏𝑎 − 𝜏𝑎)2} ≥ CRLB, (2.3)

where CRLB is defined in ideal conditions, hence, ignoring multipath and assuming additive
white Gaussian noise (AWGN) with zero mean and a spectral density of 𝑁0/2 by [35, 200]

CRLB =
1

8𝜋2𝛽2SNR
(2.4)

with 𝛽 being the effective signal bandwidth, SNR = 𝐸/𝑁0, and 𝐸 the average received sig-
nal energy. Please note that the lower bound decreases inversely proportional to the squared
bandwidth 𝛽2 and the SNR. This indicates that an increased signal energy and/or bandwidth im-
proves the ranging performance, which is not necessarily the case in RSS-based systems [166].
Multiplying the ToA estimate 𝜏𝑎 with the speed of light in air 𝑐 results in the achievable standard
deviation of a range estimate 𝑑 as follows (assuming synchronized nodes, see Sect. 2.3.1):

std{𝑑} =

√︁
var{𝑑} = 𝑐 ·

√︀
var{𝜏𝑎} ≥ 𝑐

2
√

2𝜋𝛽
√

SNR
. (2.5)

This equation shows the dependency of the ranging performance on the utilized bandwidth and
highlights the superior capabilities of UWB-based systems compared to narrowband technolo-
gies. Considering a SNR of 5 dB, the lower limit of the achievable standard deviation of a
range estimate for a UWB systems with a bandwidth 𝛽 = 500 MHz is about 3.8 cm and for
𝛽 = 1 GHz about 1.9 cm. In narrowband systems, instead, this bound is significantly higher.
Considering a Wi-Fi based system with a bandwidth of 20 MHz, the lower limit increases to
94 cm and with a system employing BLE and a bandwidth of 2 MHz even to 9.5 m. This em-
phasizes the impracticality of time-based positioning for narrowband technologies. Instead, it
is more common to employ the less robust and less accurate distance estimation based on RSS.
In the presence of multipath, the impact of bandwidth on the ranging performance is even more
severe, as the interfering multipath also scales reciprocally with bandwidth [69]. This leads to a
inverse super-linear scaling of the square root of the CRLB with the bandwidth [219]. For the
explicit derivation of the CRLB in presence of multipath please refer to [35, 219, 237].

1There are also other bounds such as the Ziv-Zakai bound [244] and Barankin bound [133], which are more
accurate at low and moderate SNR [35]. However, they are out of the scope of this doctoral thesis.
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Figure 2.1: UWB emission limits in (a) the United States (FCC) and (b) Europe (EC, ETSI).

2.2 UWB Regulations and Standardization

Enabling interoperability of UWB devices and the co-existence with other radio technologies
requires worldwide regulations and standardization. Sect. 2.2.1 discusses the regionally depen-
dent frequency ranges, power limits, and emission masks for UWB communications to confine
interference to other systems. It is followed in Sect. 2.2.2 by an analysis of the IEEE 802.15.4
standards containing the definitions of the UWB physical layer and media access control (MAC)
layer to enable low-power location-enabled wireless personal area networks (WPANs).

2.2.1 Worldwide regulations

Due to the large bandwidth of UWB systems and the overlap of the spectrum with other radio
technologies, it is required to strictly regulate the utilization of UWB signals. Hence, regulatory
bodies worldwide have released rules to govern the frequency ranges, maximum emission levels,
as well as the area of application, i.e., indoor/outdoor, portable/fixed-installed, for UWB [245].
As discussed in Sect. 2.1, in 2002 the US Federal Communications Commission (FCC) was the
first agency worldwide to publish national regulations for the use of UWB technology [53] and
allocated the 3.1-10.6 GHz frequency band for unlicensed operation of UWB devices. Fig. 2.1a
shows the emission limits of the power spectral density (PSD) in the United States (US), where
the grey area marks the in-band emission limits and the rest of the figure the out-of-band limits.
The maximum equivalent isotropically radiated power (EIRP) in any direction may not exceed
-41.3 dBm/MHz over a 1 ms integration time, which is identical to the FCC Part 15 limit for
unintentional radiators (dotdashed purple line) [82]. Hence, the total transmitted power for the
FCC is restricted to 0.56 mW. In contrast to indoor environments (solid blue line), UWB-based
outdoor applications are required to operate without a fixed infrastructure and, furthermore, the
out-of-band emissions are more restricted (dashed orange line) [181]. Following the United
States, UWB regulations have been released by numerous other regions and countries including
China, Japan, Russia, Canada, South Korea, and Australia [37]. In early 2007 also the European
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Commission (EC) followed studies and recommendations by the Electronic Communications
Committee (ECC) of the European Conference of Postal and Telecommunications Administra-
tions (CEPT) and made the final decision to publish UWB regulations in Europe [50]. Partic-
ularly, the ETSI EN 302 065-1 standard defines the emission limit for UWB applications2 (see
Fig. 2.1b) [47]. It is evident that the European regulations are - although heavily influenced by
the FCC’s decision - more restrictive than the US counterpart. Besides leaving out the frequency
band between 4.8 to 6.0 GHz entirely, the bands below 4.8 GHz and above 8.5 GHz require miti-
gation techniques such as low duty cycle and/or detect and avoid. Similarly to the United States,
in Europe fixed UWB infrastructure is restricted to indoor environments.

2.2.2 IEEE 802.15.4 standardization

Following the FCC release to allocate the 3.1-10.6 GHz band for unlicensed operation of UWB
devices, major chip manufacturers including Texas Instruments and Intel expressed interest in
UWB technology. This led to the formation of the IEEE 802.15.3a task group. However, the
members could not agree on the underlying physical layer, with OFDM [13] and DS-SS [159]
under discussion, eventually causing the dissolution of the task group in 2006. Meanwhile, the
IEEE 802.15.4a task group recognized the potential of UWB for accurate ranging and published
in 2007 an amendment to support low-rate low-power WPAN with localization capabilities us-
ing ultra-wideband technology [35, 92], which was finally merged into the IEEE 802.15.4-2011
standard [93]. The latter followed the amendment IEEE 802.15.4f-2012 incorporating an ad-
ditional UWB PHY definition, namely low-rate pulse repetition frequency (LRP) UWB. To
differ between LRP and the one based on the IEEE 802.15.4a-2007 amendment, the latter is
accordingly named high-rate pulse repetition frequency (HRP) in the latest version of the IEEE
802.15.4 standard published in 2015 [95]. Since the main UWB chip manufacturers such as De-
cawave, NXP, and Apple aim for the HRP UWB PHY definition, this thesis focuses on the latter
with Sect. 2.2.2.1 covering its specification. Still, for the sake of completeness, Appendix A.1
discusses the LRP definitions and Appendix A.2 presents details of the drafted IEEE 802.15.4z
standard enhancing existing UWB PHYs with increased integrity and security support.

2.2.2.1 HRP UWB PHY specification (based on IEEE 802.15.4a)

The popularity of the IEEE 802.15.4 standard was mainly driven by the provision of low-cost and
low-power wireless technology for the deployment of wireless sensor networks [160]. However,
it was evident that enabling accurate ranging and positioning capabilities could expand the field
of applications and market opportunities significantly [103]. To this end, the IEEE 802.15.4a
task group was formed with the aim to define alternative PHYs supporting, among others, ac-
curate and precise distance estimation and enhanced robustness. Besides a chirp spread spec-
trum (CSS) based physical layer, the task group eventually framed the first UWB-based standard
for low-rate low-power wireless communications [35,92]. The standardization process triggered
semiconductor companies to resume the design of UWB hardware with the Decawave DW1000
being the first low-cost IEEE 802.15.4-compliant UWB transceiver available on the market [39].

2In fact, the EN 302 065-1 defines the requirements for generic UWB applications. The requirements for UWB
location tracking are defined in EN 302 065-2 [48] and for road and rail vehicles in EN 302 065-3 [49], respectively.
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Figure 2.2: UWB PHY frame structure. Adapted from [67].

UWB band allocation. The IEEE 802.15.4 standard allocates three bands for HRP UWB com-
munications: the sub-gigahertz band (250-750 MHz), the low band (3244-4742 MHz), and the
high band (5944-10234 MHz). A standard-compliant UWB device should support at least one
of the three specified bands [95]. Within these three bands, the standard suggests 16 different
channels for UWB, where one for each frequency band is mandatory (these are channel 0, 3,
and 9 for sub-gigahertz, low band, and high band, respectively). Twelve channels support a
bandwidth of 499.2 MHz and four make use of an increased bandwidth of up to 1354.97 MHz.
Frame format and modulation. As discussed in Sect. 2.1.2 and illustrated in Fig. 2.2, the
IEEE 802.15.4 standard employs time-hopping impulse radio (TH-IR) UWB, thus, a standard-
compliant UWB frame is represented by a sequence of pulses with very short duration and each
frame contains two main blocks: a SHR and a data portion.
Synchronization header. The SHR is composed of a preamble (used for AGC tuning, signal
detection, frame synchronization as well as channel estimation) and a start-of-frame delimiter
(SFD) indicating the end of the SHR and beginning of the data portion. Each code symbol in
the SHR is drawn from a ternary alphabet {-1,0,1} representing a negative pulse, no pulse, or
a positive pulse, respectively, and is transmitted in slots of fixed duration 𝑡𝑝 = 1/𝑓𝑝 where 𝑓𝑝
corresponds to the highest frequency at which standard-compliant UWB transceivers are allowed
to transmit pulses, i.e., 499.2 MHz. The duration of the SHR depends on two settings: the pulse
repetition frequency (PRF) and the preamble symbol repetitions (PSRs). The latter defines the
number of preamble symbols sent in the SHR, with the standard suggesting four possible PSRs:
16, 64, 1024, and 4096. Thus, the transmitter sends repeatedly preamble symbols with a duration
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of 𝑡𝑝𝑠 = 𝑁/𝑓𝑝 each, where 𝑁 is dependent on the PRF defining the number of transmitted pulses
within a certain period: 𝑁 is 496 or 508 for a (mean) PRF of 15.6 and 62.4 MHz, respectively.
The sequence of the pulses within a preamble symbol is defined by the preamble code. The
latter is either a length-31 or length-127 ternary sequence (excluding inserted zeros to match
𝑁 ) and features the perfect periodic autocorrelation property, i.e., the autocorrelation function
consists of a single non-zero element [56]. This allows to estimate a CIR by cross-correlating the
received signal with the preamble code [238]. A standard-compliant UWB device shall support
at least two length-31 preamble codes per channel, whereby the combination of a channel and a
preamble code is termed complex channel. The low cross correlation between preamble codes of
the same channel enables, in theory, the independent operation of complex channels in adjacent
networks. Similar to the preamble, the SFD consists of multiple preamble symbols.
Data portion. The data portion of a UWB frame consists of a physical layer header (PHR) as well
as a payload. It is, in contrast to the synchronization header, sent as bursts using BPM/BPSK
modulation, i.e., the information is encoded in the position of the burst (burst position modula-
tion or BPM) and in the phase of the burst (binary-phase shift keying or BPSK). This enables
both coherent and noncoherent receivers to be supported by the standard. Noncoherent receivers
such as the energy detector and autocorrelation receiver multiply the received signal with itself
followed by an integration and thus can only obtain the envelope of the signal [220]. This causes
the loss of phase information and only the information encoded in the position of the burst is
serviceable. Coherent receivers such as the rake receiver, instead, are able to exploit the phase
information of the received signal and hence also the information encoded in the phase of the
burst can be used to provide higher coding gain and to improve robustness [238]. The phys-
ical layer header is 19 bits long and contains information required to successfully decode the
packet such as the length of the payload and the data rate. The latter can be 110 kbps, 851 kbps,
6.81 Mbps, and 27.24 Mbps, where 851 kbps is mandatory and the others are optional. Varying
data rates are achieved through the use of variable-length bursts [103].

2.3 Time-based Ranging Methods using UWB

Estimating the position of a mobile device or tag is commonly a two-way process: In the acquisi-
tion phase information related to the position of the tag is acquired and in the computation phase
this position-related information as well as prior knowledge such as the position of the anchors
or floor plans are utilized to compute the position of the tag. Although UWB-based systems that
employ the position-related angle of arrival (AoA) or received signal strength (RSS) information
exist [204,239], the most common methods are exploiting the accurate and precise timestamping
capabilities of UWB transceivers to estimate the time of flight (ToF) 𝜏𝑓 = 𝑑/𝑐 of a signal, with 𝑑
being the distance between two nodes and 𝑐 the speed of electromagnetic waves in air [35,166].
These time-based techniques differ by what means they acquire the distance information re-
quired to estimate the position of a mobile device. In one-way time of arrival (ToA) ranging, the
distance between two devices is directly derived from a single message (Sect. 2.3.1), whereas
two-way ToA ranging employs multiple packet exchanges (Sect. 2.3.3). In the third method,
time difference of arrival (TDoA) between multiple anchors is utilized to relax the requirements
on the clock synchronization between tags (Sect. 2.3.2).
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Figure 2.3: Positioning based on (a) ToA and (b) TDoA ranging scheme.

2.3.1 One-way ToA ranging

To estimate the distance between two transceivers in one-way ToA ranging, a transmitter sends
a message to the receiver containing the transmission timestamp 𝑡0. At timestamp 𝑡1 the packet
arrives at the receiving node, which estimates the time of arrival 𝑡1 by detecting the first ar-
riving signal path or leading edge. Based on the acquired information, the receiver is capable
of estimating the time of flight 𝜏𝑓 = 𝑡1 − 𝑡0 and distance 𝑑 to the transmitter. However, this
requires a tight clock synchronization between participating nodes, which results in additional
overhead [223], complexity [227] and ranging error [35]. Each distance estimate to a node with
known position, i.e., an anchor or a previously localized tag, defines a range circle with radius 𝑑,
where at least three distance estimates are required to estimate the 2-D position located at the
intersection of the obtained range circles using trilateration (see Fig. 2.3a) [235]. Due to noisy
range estimates, it is highly unlikely to observe a single intersection of the range circles. Hence,
an optimization algorithm estimating the most probable position of the tag is required [229].

2.3.2 Time difference of arrival (TDoA)

TDoA-based systems do not use the absolute ToF between anchor nodes and tags, but rather the
time difference of arrival between multiple anchors. This addresses a drawback of one-way ToA
ranging, namely, the need for synchronization between anchor clocks and tag clock. Instead,
in TDoA only the anchor clocks need to be synchronized wirelessly or via a wired backbone
connection [96,235]. In contrast to the range circle in ToA-based systems, estimating the TDoA
corresponds geometrically to a hyperbolic function, as illustrated in Fig. 2.3b [76]. To estimate
the tag’s position in a coplanar scenario, at least two hyperbolas and TDoA measurements, re-
spectively, are necessary. As discussed in Sect. 1.2, it is differentiated between tag-initiated and
anchor-initiated TDoA. In the latter, each of the synchronized anchors broadcasts sequentially
messages to the mobile devices, which estimate the TDoA between different anchor pairs to de-
rive the required position-related information. In tag-initiated TDoA the tag broadcasts a blink
or reference signal to the surrounding anchors, which share the ToA to estimate the TDoA [35].
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Figure 2.4: Comparison of (a) single-sided two-way ranging with two packet exchanges and (b)
double-sided two-way ranging (DS-TWR) with three transmitted messages.

2.3.3 Two-way ToA ranging

Instead of estimating the time of flight based on a single message, in two-way ToA ranging
the round-trip time (RTT) of a packet is measured, avoiding the necessity of a common time
base. However, it requires multiple packet exchanges between the participating nodes, which
are typically referred to as initiator and responder (see Fig. 2.4). The role assignment is subject
to the structure of the positioning system, i.e., client-based, server-based or cooperative (see
Sect. 1.1.1). Depending on the number of packets sent, it is differed between single-sided two-
way ranging (SS-TWR) and double-sided two-way ranging (DS-TWR).
SS-TWR. The operation of SS-TWR is presented in Fig. 2.4a. To initiate the distance estima-
tion, the initiator sends an initialization message (INIT) to the responder. The latter responds
after 𝑇𝑟𝑒𝑝𝑙𝑦 with a RESP message containing the reception timestamp 𝑡𝑟𝑥,𝑖 and transmission time
stamp 𝑡𝑡𝑥,𝑟 to complete the packet exchange. After determining the reception time of the RESP
message 𝑡𝑟𝑥,𝑟, the initiator is capable of estimating the time of flight 𝜏𝑓,𝑠𝑠 as

𝜏𝑓,𝑠𝑠 =
𝑇𝑟𝑜𝑢𝑛𝑑 − 𝑇𝑟𝑒𝑝𝑙𝑦

2
=

(𝑡𝑟𝑥,𝑟 − 𝑡𝑡𝑥,𝑖) − (𝑡𝑡𝑥,𝑟 − 𝑡𝑟𝑥,𝑖)

2
. (2.6)

It is hence necessary that the UWB transmitter is capable of embedding the timestamps used to
estimate 𝑇𝑟𝑒𝑝𝑙𝑦 in the RESP message, which requires an accurate prediction of 𝑡𝑡𝑥,𝑟. Transceivers
such as the Decawave DW1000 support this feature. If this is not the case, an additional message
is necessary [96]. Since 𝑇𝑟𝑜𝑢𝑛𝑑 and 𝑇𝑟𝑒𝑝𝑙𝑦 are measured independently by the internal clock of
the initiator and responder, respectively, no time synchronization is required. However, the
individual clock drift 𝑒𝑖 and 𝑒𝑟 causes an estimation error, as discussed in Appendix B.1.
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DS-TWR. In double-sided two-way ranging, a second round-trip time measurement is em-
ployed; thus, an additional FINAL message is required, as illustrated in Fig. 2.4b. In this con-
figuration the RESP message is used to finalize the first RTT measurement and to initialize a
second one. Hence analogously to Eq. 2.6, two definitions for the ToF are derived as:

𝜏𝑓 =
1

2
(𝑇𝑟𝑜𝑢𝑛𝑑,𝑖 − 𝑇𝑟𝑒𝑝𝑙𝑦,𝑟) 𝜏𝑓 =

1

2
(𝑇𝑟𝑜𝑢𝑛𝑑,𝑟 − 𝑇𝑟𝑒𝑝𝑙𝑦,𝑖), (2.7)

combining these definitions results in the true ToF 𝜏𝑓,𝑑𝑠 using DS-TWR

𝜏𝑓,𝑑𝑠 =
1

4
(𝑇𝑟𝑜𝑢𝑛𝑑,𝑖 − 𝑇𝑟𝑒𝑝𝑙𝑦,𝑟 + 𝑇𝑟𝑜𝑢𝑛𝑑,𝑟 − 𝑇𝑟𝑒𝑝𝑙𝑦,𝑖). (2.8)

Please note that in the scheme shown in Fig. 2.4b, the time of flight 𝜏𝑓,𝑑𝑠 is estimated at the
responder. In case the distance information is required at the initiator, an additional message
has to be transmitted. As derived in Appendix B.2, the estimation error due to clock drifts 𝜖𝑐,𝑑𝑠
is minimal when the reply times at initiator and responder, respectively, are equal. However, if
the application or transceiver cannot ensure that the reply times remain similar, an alternative
approach was suggested by Neirynck et al. [144]. Instead of summing up the definitions for the
time of flight in Eq. 2.7, they are multiplied, which results in:

𝑇𝑟𝑜𝑢𝑛𝑑,𝑖𝑇𝑟𝑜𝑢𝑛𝑑,𝑟 = (2𝜏𝑓,𝑑𝑠 + 𝑇𝑟𝑒𝑝𝑙𝑦,𝑟)(2𝜏𝑓,𝑑𝑠 + 𝑇𝑟𝑒𝑝𝑙𝑦,𝑖)

= 2𝜏𝑓,𝑑𝑠(2𝜏𝑓,𝑑𝑠 + 𝑇𝑟𝑒𝑝𝑙𝑦,𝑟⏟  ⏞  
=𝑇𝑟𝑜𝑢𝑛𝑑,𝑖

+𝑇𝑟𝑒𝑝𝑙𝑦,𝑖) + 𝑇𝑟𝑒𝑝𝑙𝑦,𝑖𝑇𝑟𝑒𝑝𝑙𝑦,𝑟. (2.9)

Rearranging Eq. 2.9 yields an alternative equation for the ToF 𝜏𝑓,𝑑𝑠 in DS-TWR

𝜏𝑓,𝑑𝑠 =
𝑇𝑟𝑜𝑢𝑛𝑑,𝑖𝑇𝑟𝑜𝑢𝑛𝑑,𝑟 − 𝑇𝑟𝑒𝑝𝑙𝑦,𝑖𝑇𝑟𝑒𝑝𝑙𝑦,𝑟

2(𝑇𝑟𝑜𝑢𝑛𝑑,𝑖 + 𝑇𝑟𝑒𝑝𝑙𝑦,𝑖)
. (2.10)

Please note that Eq. 2.10 implies that 𝑇𝑟𝑜𝑢𝑛𝑑,𝑖 + 𝑇𝑟𝑒𝑝𝑙𝑦,𝑖 = 𝑇𝑟𝑜𝑢𝑛𝑑,𝑟 + 𝑇𝑟𝑒𝑝𝑙𝑦,𝑟 [144]. To differ
between the DS-TWR approaches defined in Eq. 2.8 and Eq. 2.10, respectively, the first one
is referred to as symmetric DS-TWR and the second one as asymmetric DS-TWR. According
to the analysis in Appendix B.2, the resulting estimation error due to clock uncertainties in
asymmetric DS-TWR solely depends on the ToF and not on the reply times. It is thus the
preferred DS-TWR method used in the remainder of this thesis.

2.4 Channel impulse response (CIR)

The time-based ranging methods discussed in Sect. 2.3 require to measure the time of ar-
rival (ToA) of an incoming packet. To this end, a coherent UWB transceiver such as the De-
cawave DW1000 estimates the channel impulse response (CIR) by cross-correlating the received
signal with the preamble code featuring the perfect periodic autocorrelation property [238] (see
Sect. 2.2.2.1) and employs the estimated CIR to precisely determine the ToA by detecting the
first path or leading edge of the CIR [39]. Fig. 2.5a exemplarily shows an estimated channel
impulse response acquired in a rectangular room. It contains information about the first path
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Figure 2.5: Channel impulse response (CIR) (a) acquired at the receiver (RX) in a rectangular
room (b). The multipath components (MPCs) are denoted with 𝜏1...𝜏4. Adapted from [70].

component (𝜏0) as well as the multipath components (MPCs) (𝜏1...𝜏4), i.e., signals arriving at
the receiver (RX) via different paths by being reflected at or diffracted by walls and other objects
in the environment. The path delays 𝜏𝑘 of the signal components relate to the path lengths via
𝑑𝑘 = 𝜏𝑘 · 𝑐, with 𝑐 being the speed of light in air. Note that, in LOS conditions, the first path
corresponds to the direct path between transmitter (TX) and receiver (RX). In NLOS conditions,
instead, the first path might origin from a reflected or diffracted signal. According to the tapped
delay line model, the CIR describing the multipath propagation can be modeled as [69, 139]

ℎ(𝑡) =
𝐾∑︁

𝑘=0

𝛼𝑘(𝑡)𝛿(𝑡− 𝜏𝑘) + 𝜈(𝑡), (2.11)

where 𝛼𝑘 and 𝜏𝑘 denote the complex-valued amplitude and path delay of the 𝑘th MPC, respec-
tively, and 𝛿(𝑡) the Dirac delta function. Theoretically, infinitely many signal paths might affect
the propagation channel between transmitter and receiver. However, in the remainder of this
thesis solely 𝐾 MPCs originating at reflective surfaces are considered. The diffuse multipath
𝜈(𝑡) originating at small objects and rough surfaces is treated as additive noise [113]. Resolving
MPCs, as illustrated in Fig. 2.5a, is a unique feature of UWB transceivers enabled by their high
bandwidth. In contrast, narrowband receivers cannot distinguish between multipath components,
instead, MPCs will overlap with a high probability and interfere constructively or destructively
with each other causing small-scale fading. The number of resolvable MPCs is given by the
maximum excess delay 𝜏𝑚𝑎𝑥 and the bandwidth 𝐵 as 𝜏𝑚𝑎𝑥/𝐵 [139].

Within this thesis, the CIR is exploited (i) to gain knowledge about the environmental con-
ditions of a communication channel to guide a PHY parameter adaptation (Chapter 3), (ii) to
minimize the required infrastructure of a positioning system to a single anchor (Chapter 4), and
(iii) to acquire the response signals of multiple transmitters simultaneously (Chapter 5).
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CHAPTER 3
Characterization and Runtime

Adaptation of UWB PHY Settings

The ranging schemes discussed in Sect. 2.3 require to precisely estimate the time of arrival of
packets and to share the acquired timestamps in a wireless network. Thus, providing robust
and efficient communication links in dynamic and harsh indoor environments is inevitable. To
this end, standard-compatible UWB transceivers provide several PHY settings to tune the com-
munication performance while maintaining energy-efficient operation. Within this chapter, we
study the characteristics of these parameters and present a UWB link state indicator. The latter
employs the estimated CIR to accurately measure the link quality and to extract relevant in-
formation about the surrounding environment. Based on the characterization and the link state
indicator, we present a scheme that adapts the UWB PHY settings at runtime (see Fig. 3.1).
Related work. Tuning the radio sensitivity and energy consumption requires a deep understand-
ing and characterization of the relevant parameters. However, recent research activities on UWB
technology largely ignored the PHY parameters and, instead, focused on algorithms to increase
the positioning accuracy [4]; for instance by employing inertial sensors [110] and exploiting
antenna diversity [106]. We bridge this gap and characterize the impact of PHY parameters
on the communication performance. Among the observed parameters is the preamble symbol
repetition (PSR) and pulse repetition frequency (PRF) as well as data rate, bandwidth, and car-
rier frequency. Even though previous works have investigated the impact of various settings
on the ranging accuracy [62, 137, 231], none of them experimentally quantified the impact of
the settings on the robustness and energy efficiency. This experimental characterization of the
PHY parameters lays the foundation to adapt them at runtime and to select the most appropri-
ate setting for a certain link quality and environmental condition. This is of great importance,
as mobile transceivers are typically designed for the worst-case channel conditions and, hence,
many users may experience unnecessarily high signal quality [5], which hinders an efficient use
of system resources. Therefore, in wireless communications, adaptation techniques to optimize
radio transmission and reception are employed. Indeed, it is common to adapt, among others,
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Figure 3.1: Sketch of the presented adaptation scheme to derive a set of PHY parameters at
runtime maintaining robust and energy-efficient UWB communication. Adapted from [67].

the transmit power, data rate, and modulation scheme in cellular systems such as GSM [43],
EDGE [57], UMTS [124, 149], and LTE [111, 179] to increase the operating time of batter-
ies [139] and the spectral efficiency [143]. Similarly, in low-power wireless networks several
works have tuned PHY and MAC protocol parameters to optimize link reliability and energy
efficiency [42,173,180,241]. In contrast, UWB systems make still use of static PHY parameter,
i.e., the settings are fixed at the deployment [194], which makes the systems unable to cope
with dynamic environments. Thus, to the best of the author’s knowledge, the proposed scheme
represents the first runtime adaptation of UWB parameters to improve communication perfor-
mance. To trigger such an adaptation of the parameters, a continuous estimation of the link
quality is required [143]. Ideally, one would have information about the bit error rate (BER) or
PRR available. However, reliable estimates of these parameters require several measurements,
which would cause delays in the adaptation. Hence, other types of link quality measurements
that are related to the PRR, such as SNR and signal-to-interference-plus-noise ratio (SINR), are
preferred [5, 10]. Still, due their low complexity and availability in narrowband transceivers,
RSS and link quality indicators (LQIs) are most commonly used for low-power wireless net-
works [8, 183]. However, the link quality information derived from low-cost low-power UWB
transceivers is largely unexplored as concepts applicable for narrowband transceivers cannot be
easily applied to UWB due to fundamental differences in the PHY, such as the low power spec-
tral density [153, 238]. Instead, the high bandwidth in UWB facilitates new opportunities such
as the estimation of the CIR (see Sect. 2.4). The latter contains information about the multipath
propagation and hence about the environment, which supports the selection of a new parameter
set in the case of fluctuating channel conditions. Indeed, utilizing the CIR information allows to
identify NLOS conditions and destructive interference. We exploit these capabilities to present
the first environment-aware UWB link state indicator. By continuously analyzing the estimated
CIR, the link state indicator provides real-time information about the link quality and environ-
mental conditions. In case the link quality drops below a threshold, the adaptation logic decides
for a new PHY configuration. Such a threshold-based controller is a common technique also in
adaptation algorithms using other wireless technologies [90].
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Structure. The remainder of this chapter is structured as follows. In Sect. 3.1 we characterize
the impact of PHY parameters on the robustness and energy efficiency of UWB communication.
Based on this experimental characterization as well as the application requirements, a ranking
of PHY settings is derived, which privileges parameters assisting to increase the communication
performance while meeting the requirements (see Fig. 3.1). Following, Sect. 3.2 presents our
proposed UWB link state indicator consisting of a received signal power estimator (Sect. 3.2.1)
and an environmental state estimator (Sect. 3.2.2). The characterization of the PHY parameters
as well as the link state indicator are integral components of the presented adaptation scheme to
derive an optimal set of PHY parameters at runtime, which is discussed in Sect. 3.3. Evaluations
in Sect. 3.4 illustrate the effectiveness of the proposed adaptation scheme.

3.1 Characterization of UWB PHY Parameters

This section discusses the experimental characterization of the PHY parameters provided by
IEEE 802.15.4 compatible UWB transceivers. Sect. 3.1.1 defines the experimental setup to per-
form the measurements in a reproducible manner as well as the employed hardware. Sect. 3.1.2
presents the impact on the robustness and energy efficiency of UWB communication individually
for each of the parameters: preamble symbol repetition (PSR) (Sect. 3.1.2.1), pulse repetition
frequency (PRF) (Sect. 3.1.2.2), data rate (Sect. 3.1.2.3), channel and bandwidth (Sect. 3.1.2.4).

3.1.1 Experimental setup

To experimentally characterize the UWB physical layer parameters in terms of energy efficiency
and reliability, we use the IEEE 802.15.4-compliant UWB transceiver Decawave DW1000 [38].
In particular, we employ the EVB1000 board consisting of a DW1000 radio, an ARM Cortex M3
processor, and an omnidirectional UWB antenna. The DW1000 is a coherent transceiver, thus,
it exploits the phase as well as position of the bursts and it operates on six channels with center
frequencies between 3.5 to 6.5 GHz and a bandwidth of 499.2 or 900 MHz1 (see Table 3.1).
Wired setup. In order to maximize reproducibility and generalizability by avoiding environmen-
tal influences, temporal fluctuations, and reflecting obstacles, we connect two EVB1000 boards
via SMA cables with a programmable attenuator in between. The latter allows to control the
level of attenuation in 0.25 dB steps and hence to finely explore the impact of each parameter on
the transceiver sensitivity, i.e., a measure for link reliability. For each attenuation step, the two
EVB1000 boards carry out 1000 asymmetric DS-TWR operations (see Sect. 2.3.3).
Measuring sensitivity and energy efficiency. Initially, the DW1000 transceivers operate with a
pre-defined default configuration (see Table 3.2). Subsequently each PHY parameter is varied
individually to quantify its impact on the link reliability. For each 0.25 dB attenuation step
we measure the PRR and, additionally, we derive a HRR as the ratio between the number of
packets for which at least the SHR was successfully decoded and the number of packets sent.
The average current consumption for transmission and reception of SHR as well as payload is
measured using a Keysight MSO-S 254A oscilloscope.

1The restriction to a maximum bandwidth of 900 MHz is due to an internal limitation of the Decawave DW1000
and is not in agreement with the standardization discussed in Sect. 2.2.2.1.
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Table 3.1: DW1000 supported channels.

Ch. fc [MHz] Bandw. [MHz]
1 3494.4 499.2
2 3993.6 499.2
3 4492.8 499.2
4 3993.6 1331.2 (900)
5 6489.6 499.2
7 6489.6 1081.6 (900)

Table 3.2: Default configuration.

PHY Setting Value
Channel 5
Pulse repetition frequency 16 MHz
Preamble symbol repetition 128
Data rate 6.8 Mbps
Payload size 12 Bytes

3.1.2 Impact of PHY parameters on robustness and energy efficiency

As discussed in Sect. 2.2.2.1, an IEEE 802.15.4-compatible frame is divided in two main blocks,
namely, a synchronization header (SHR) and a data portion consisting of a physical layer header
(PHR) and payload. While the SHR consists of a sequence of single pulses, the data portion is
constructed by UWB bursts using BPM/BPSK modulation, as illustrated in Fig. 2.2. Due to the
differences in the modulation schemes, we introduce HRR to allow an isolated analysis of the
parameter’s impact on SHR and the data portion, respectively. The impact of preamble symbol
repetition is discussed in Sect. 3.1.2.1 followed by an analysis of the pulse repetition frequency
in terms of energy efficiency and link reliability in Sect. 3.1.2.2. This section concludes with an
investigation of the data rate as the most effective parameter to increase the sensitivity of the data
transmission (Sect. 3.1.2.3) and of the carrier frequency as well as bandwidth (Sect. 3.1.2.4).

3.1.2.1 Preamble symbol repetition (PSR)

The preamble is an integral part of the synchronization header and its main purpose is to syn-
chronize to an incoming frame and to derive the channel impulse response as discussed in
Sect. 2.2.2.1 and Sect. 2.4. The preamble symbol repetition (PSR) defines the number of pream-
ble symbols sent within one preamble. Since the DW1000 transceiver does not allow to select
the lowest standard-compatible PSR of 16, the characterization focuses on PSR values of 64,
128, 1024, and 4096. Fig. 3.2a shows the PRR and HRR as a function of the attenuation level
for the four different PSR values. Apparently, the PSR does not impact the packet reception rate,
as it solely tunes the SHR. Besides increasing the ranging accuracy [166], a higher PSR results
in a correct SHR reception at a significantly lower SNR, e.g., increasing the PSR from 64 to
4096 gives an additional 6 dB gain. However, a higher PSR results in longer packets and thus
decreases the energy efficiency as shown in Table 3.3. The latter represents the energy consump-
tion of transmitting and receiving a UWB packet with a 12 bytes payload. The values are derived
from the measured average current consumption times the packet’s over-the-air time and the sup-
ply voltage (3.3 V). Exemplarily, increasing the PSR from 64 to 4096 results approximately in a
39 times higher total energy consumption, thus, as long as the propagation environment tolerates
it, a low PSR is preferable. Note that Table 3.3 takes the active transmission and reception into
account, however, also listening for a preamble results in a continuous current draw of about
130 mA. Additionally, it is evident in Fig. 3.2a that the SHR can be successfully detected at a
higher attenuation level than the one at which the first packets are lost. This observation enables
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Figure 3.2: Packet reception rate (PRR) and header reception rate (HRR) as a function of the
attenuation level as well as in dependence of the PHY parameters (a) preamble symbol repetition
(PSR) and (b) pulse repetition frequency (PRF). Adapted from [67].

two appealing features, which we discuss in more detail in [67]. First, even if the payload is
corrupted, the receiver might still be capable of extracting channel information from the SHR.
This enables the anticipation of a degrading channel by analyzing the environmental state as
described in Sect. 3.2.2. Second, the successful reception of the SHR and preamble might act
as a robust binary acknowledgement (ACK) message to confirm the reception of a packet and to
agree upon new channel settings as exploited in the adaptation scheme presented in Sect. 3.3.

3.1.2.2 Pulse repetition frequency (PRF)

The PRF defines the number of UWB pulses sent within a certain period and influences the
synchronization header as well as the data portion. The highest possible (peak) PRF is charac-
terized in the standard as 499.2 MHz, which defines the slot duration in the SHR (see Fig. 2.2)
and affects the burst duration in a data symbol. However, the PRF is typically stated as the mean
PRF defined as the total number of pulses transmitted during a (preamble or data) symbol period
divided by the duration of the symbol [95]. The IEEE 802.15.4 standard defines three (mean)
PRFs, namely, 3.90 MHz, 15.6 MHz, and 62.4 MHz. Due to the missing support of 3.90 MHz
in the DW1000, the differences for a PRF of 15.6 MHz and 62.4 MHz, respectively, are inves-
tigated. In addition to the transmission of more UWB pulses in a defined period, a higher PRF
occurs in a longer preamble symbol (see Sect. 2.2.2.1), effectively increasing the energy con-
sumption by about 9 % (see Table 3.3). However, sending more pulses typically results in a more
robust link as shown in Fig. 3.2b. In general, lower PRFs are better suited for environments with
high delay spread, i.e., multipath-rich conditions, instead, in low delay spread environments and
when using coherent receivers a high PRF is preferable [166].
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Table 3.3: Energy consumption for the transmission and reception of a packet depending on the
employed PHY settings and broken down into SHR and payload. Adapted from [67].

Transmission Reception Transm. + Recept.
PHY Setting SHR [𝜇J] Payl. [𝜇J] SHR [𝜇J] Payl. [𝜇J] Tot. [𝜇J] ∆ [%]
Default 31.23 6.198 66.34 18.03 121.8 -
PSR = 4096 2918 6.198 2001.9 18.03 2969 2337
PSR = 1024 237.0 6.198 503.4 18.03 764.6 527.8
PSR = 64 16.54 6.198 35.12 18.03 75.9 -37.7
Channel 1 28.39 5.177 59.91 16.03 109.5 -10.10
Channel 2 28.96 5.329 63.35 17.09 114.7 -5.80
Channel 3 28.37 5.323 62.79 17.16 113.6 -6.701
Channel 4 33.35 5.710 62.16 17.04 118.3 -2.901
Channel 7 30.83 6.233 67.72 19.06 123.8 1.676
PRF = 62.4 MHz 38.65 6.567 69.11 18.03 132.3 8.648
DR = 850 kbps 31.45 22.71 67.78 66.29 188.2 54.55
DR = 110 kbps 44.46 176.2 92.48 554.7 867.8 612.5

3.1.2.3 Data rate

The data rate solely influences the packet reception rate, as confirmed in Fig. 3.3a. The inves-
tigated data rates are restricted to 110 kpbs, 850 kbps, and 6.8 Mbps, as the highest data rate
of 27 Mbps is not supported by the DW1000. Apparently, reducing the data rate results in the
highest gain in terms of robustness: indeed, using a data rate of 850 and 110 kbps raises the
link margin by 2.9 and 5.5 dB, respectively. However, using a lower data rate in an adaptation
scheme such as the one presented in Sect. 3.3 should be chosen wisely, as a lower data rate
increases the packet’s over-the-air time and hence the energy consumption. Indeed, transmitting
and receiving a payload of 12 bytes (ignoring the SHR) with a data rate of 850 and 110 kbps
consumes respectively up to 3.7 and 31 times more energy compared to the default settings.

3.1.2.4 Channel and bandwidth

This section discusses the impact of different channels, i.e., center frequencies 𝑓𝑐 (see Table 3.1)
and bandwidth on reliability and energy costs. However, evaluating the dependency of the re-
liability on 𝑓𝑐 in a cable-based setup such as the one described in Sect. 3.1.1 is challenging as
one has to take the free-space path loss or other UWB channel models into account [138, 140].
Still, when employing the described setup, Fig. 3.3b shows that lowering 𝑓𝑐 (Ch. 4 (4 GHz) vs.
Ch. 7 (6.5 GHz) and Ch. 2 (4 GHz) vs. Ch. 5 (6.5 GHz), see Table 3.2) increases the robust-
ness of both SHR and data portion. This observation would be emphasized by employing the
Friis equation as the path loss is reduced at lower frequencies [139]. Similarly, increasing the
bandwidth improves the robustness due to the higher total transmit power (Ch. 2 (500 MHz) vs.
Ch. 4 (900 MHz) and Ch. 5 (500 MHz) vs. Ch. 7 (900 MHz)). In terms of energy consumption,
it appears that the channels in the low band (below 5 GHz) are slightly more efficient, whilst the
channels in the high band (above 5 GHz) consume more energy, as shown in Table 3.3.
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Figure 3.3: Packet reception rate (PRR) and header reception rate (HRR) as a function of the
attenuation level as well as (a) data rate and (b) carrier frequency/bandwidth. Adapted from [67].

3.1.3 Summary of PHY parameter characterization

The characterization of the PHY settings discussed in Sect. 3.1.2, allows to quantify the impact
of the parameters in terms of reliability and energy efficiency as well as to assess which PHY
settings are most effective in increasing the robustness of a link while retaining the energy con-
sumption at a minimum. Table 3.4 sums up the findings and illustrates the tradeoff between
optimizing the link reliability and the energy efficiency. Exemplarily, a higher preamble symbol
repetition ensures a significantly increased reliability in synchronizing to an incoming frame and
in deriving the channel impulse response; however, the energy consumption is much higher due
to longer packets. Thus, an adaptive scheme as the one presented in Sect. 3.3 should merely
utilize a longer PSR as the last resort to optimize link reliability. That being said, in Chapter 4 a
multipath-assisted positioning system is presented, which exploits the channel impulse response
to derive delay and angular information of multipath components. In such systems it might be
reasonable to use a higher PSR to increase the SNR of the CIR estimate. Similarly to the im-
pact of the PSR on the reliability of the synchronization header, a lower data rate is the most
effective option to increase the reliability of the data portion. However, this comes at the cost
of a considerably higher energy consumption due to the longer packet’s over-the-air time. If the
energy budget is not limited as it might be the case for anchor nodes connected to the electrical
grid, lowering the data rate should be the prioritized option to preserve a robust communication
link. Thus, the order in which an adaptation scheme tunes the configuration is highly depend-
ing on the requirements and constraints. To this end, besides the characterization of the PHY
settings, the adaptation scheme in Sect. 3.3 takes the application requirements into account to
derive a ranking of the PHY settings. Changing the pulse repetition frequency, channel as well
as bandwidth has a more moderate impact on the reliability and energy efficiency and is thus
very valuable to fine tune the performance of the adaptation algorithm.
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Table 3.4: Tradeoff between SHR/data reliability and energy efficiency. Adapted from [67].

Change in PHY setting Reliability data portion Reliability SHR Energy efficiency
Higher PSR - ⇑ ⇑ ⇑ ⇑ ⇓ ⇓ ⇓ ⇓
Higher PRF ⇑ ⇑ ⇓ ⇓

Lower data rate ⇑ ⇑ ⇑ ⇑ - ⇓ ⇓ ⇓ ⇓
Lower carrier frequency ⇑ ⇑ ⇑ ⇑ ⇑ ⇑ ⇑

Higher bandwidth ⇑ ⇑ ⇑ ⇑ ⇓

3.2 Link State Indicator

To adapt PHY parameters as a countermeasure in case of a degrading channel, it is crucial to
assess the link quality at runtime, as this highly affects the choice of which parameter to tune in
order to maintain robust communication. To this end, we present a link state indicator that is also
environment-aware meaning that besides indicating the received signal strength (Sect. 3.2.1), it
predicts if an environmental impact such as destructive interference between the first path and
a strong multipath component has caused the degradation of the link (Sect. 3.2.2). Indeed,
although UWB technology provides a high bandwidth and hence high immunity to multipath
fading, still, in multipath-rich indoor environments the communication performance is highly
influenced by overlapping multipath components as we have shown experimentally in [67]. In
the case of destructive interference, neither increasing the transmit power nor lowering the data
rate achieves a significant improvement, instead, the only viable option is to adapt the center
frequency 𝑓𝑐. Thus, the environmental awareness of the link state indicator assists in deriv-
ing the optimal adaptation strategy. Combining the link quality estimation based on the RSP
and the environmental state indicator, results in the first UWB link state indicator presented in
Fig. 3.4. The link quality is a continuous value between -128 and 0 given in dBm, instead,
the environmental state are binary values indicating the occurrence of a certain environmental
condition, such as the aforementioned destructive interference or NLOS propagation. Both the
link quality and environmental state exploit the channel impulse response estimate provided by
standard-compliant ultra-wideband transceivers (see Sect. 2.4).

Received Signal Power (RSP)

Link quality Environmental state

Link state

Destructive
Interference

LOS …

[-128 … 0] dBm 0 / 1 0 / 1

Figure 3.4: UWB link state indicator employing environmental awareness.
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Figure 3.5: Packet reception rate (PRR) as a function of the received signal power (RSP) when
using default settings (blue) and a data rate of 110 kbps (orange). Adapted from [67].

3.2.1 Deriving the received signal power (RSP)

Since the channel impulse response contains information about the received LOS signal as well
as reflected signal components, its integral can be used as an estimate of the RSP defined in
dBm [39]. Nonetheless, the purpose of an adaptation scheme is not to guarantee a high RSP but
a high PRR. Hence, initially one has to characterize the relation between the estimated received
signal power and PRR. To this end, we performed a measurement campaign in a multipath-
rich hallway at the University campus. Fig. 3.5 depicts the packet reception rate as a function
of the estimated RSP (mean ± standard deviation) when using the default settings (blue) and
the lowest data rate of 110 kbps (orange), respectively. Each plotted data point corresponds
to 1000 individual measurements and the interpolated dotted lines illustrate the trend of the
relation between PRR and RSP. The figure clearly indicates that using a more robust setting,
i.e., the lower data rate of 110 kbps (orange), requires less signal strength to achieve the same
packet reception rate. In fact, the orange curve is shifted by about 5-6 dB compared to the
blue line, which corresponds to the observations in the cable-based parameter characterization
discussed in Sect. 3.1.2.3 and illustrated in Fig. 3.3a. These results motivate the applicability
of the RSP to estimate the packet reception rate and hence the reliability of a communication
link. In the evaluation discussed in Sect. 3.4, a link is considered as reliable if the PRR is above
90 % (indicated by the dashed red line in Fig. 3.5). Thus, the characterization of the relation
between PRR and RSP allows to derive a threshold 𝑃𝑡ℎ,𝑟 to trigger a parameter adaptation. In
the illustrated example the threshold using the default settings is 𝑃𝑡ℎ,𝑟 = −93.3 𝑑𝐵𝑚.

3.2.2 Deriving the environmental state

Sect. 3.2.1 shows that the estimated received signal power is a valuable input to the adaptation
scheme to trigger a parameter change. However, combining this insight with the environmen-
tal information provided by the CIR estimate could possibly lead to an improved adaptation
strategy. For instance, we discuss two environmental states, which highly influence the perfor-
mance of UWB communication and ultimately the performance of an indoor positioning system
requiring to precisely estimate the ToA of a packet and to share these timestamps in a network.
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Figure 3.6: Estimated channel impulse response in the presence (blue solid line) and absence
(orange dashed line), respectively, of destructive interference. Adapted from [68].

LOS/NLOS. Time-based ranging methods as the ones discussed in Sect. 2.3 and used in the
positioning systems presented in Chapter 4 and Chapter 5 inherently assume LOS signal prop-
agation. Indeed, situations of blocked LOS lead to a positive range bias and substantial posi-
tioning errors [235]. Likewise, the communication performance is highly affected by NLOS
conditions due to a reduced received signal strength. To address this issue and to mitigate the
impact of NLOS scenarios, received signal features such as time of arrival, delay spread, and
kurtosis [77, 78, 202] as well as machine learning techniques are utilized [83, 131, 226]. Such
methods are capable of deriving a binary information about the presence of NLOS conditions.
This knowledge can be included in the link state indicator shown in Fig. 3.4 to adjust the param-
eter settings, re-route packets via links providing line-of-sight, or steering directional antennas
as the one presented in Sect. 4.3.2 towards the direction of non-blocked multipath components.
Destructive interference. Despite the high immunity to multipath fading, still, UWB communi-
cation suffers from overlapping MPCs due to the finite bandwidth of UWB transceivers. In [67]
we show experimentally that such destructive interference of the LOS component with a strong
reflection highly degrades a communication link, resulting in a PRR close to zero. As the com-
municating nodes move further apart from each other to escape the area of destructive interfer-
ence, the PRR rises again and a high link quality is recovered. Detecting such areas of destructive
interference in advance helps to avoid deep fades by triggering appropriate countermeasures. To
this end, the estimated CIR provides valuable information, which can be exploited to detect
such environmental changes and react accordingly. In fact, the best and most viable option is
to change the center frequency, as it is highly unlikely that differing wavelengths experience
destructive interference at the same position. Fig. 3.6 shows two recorded channel impulse re-
sponses, one was acquired while a highly reliable link was obtainable and the other one inside a
deep fade due to destructive interference of the LOS component with a strong multipath signal.
It is evident that the interference causes a significant drop of the LOS signal’s amplitude 𝛼0.
Instead, the amplitudes of the MPCs are less affected as indicated by the strong multipath com-
ponent at about 25 ns in Fig. 3.6. Based on these observations, an efficient mechanism to detect
destructive interference at runtime is proposed. The algorithm continuously tracks the ratio 𝐸𝑅
between the LOS signal energy and the energy of multipath components as follows:
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𝐸𝑅 =
|�̂�0|2∑︀𝐾
𝑘=1 |�̂�𝑘|2

. (3.1)

Please note that Eq. 3.1 requires knowledge of the number of significant multipath components
𝐾 and their estimated amplitude �̂�𝑘. This increases the complexity of the method since ad-
ditional information is required, for instance a floor plan as utilized in the multipath-assisted
positioning system presented in Chapter 4. Hence, the total signal energy following the LOS
component is considered as multipath energy and even with this simplification reasonable re-
sults are achievable as shown in the evaluation in Sect. 3.4. Furthermore, we derive a threshold
of the energy ratio 𝐸𝑅𝑡ℎ empirically and set it to 𝐸𝑅𝑡ℎ = 1.5 [67].

3.3 Runtime Adaptation of PHY Parameters

The overall structure of the presented adaptation scheme is illustrated in Fig. 3.1. Apart from
the discussed experimental characterization and the link state indicator, it contains an adaptation
logic block. The latter determines the runtime behavior of the adaptation scheme by exploiting
the estimated received signal power to detect a degrading communication link. Subsequently, the
adaptation logic decides on the ideal countermeasure taking the ranking of the PHY parameters,
the application requirements, as well as the environmental state into account.
Detection of a degrading link. The link state indicator triggers a change of the PHY settings in
case of a degrading channel, where the channel is considered as degrading as soon as the received
signal power falls below the threshold 𝑃𝑡ℎ,𝑟 = −93.3 dBm derived in Sect. 3.2.1. However, to
determine circumstances allowing to select a more energy-efficient setting, we derived a second
threshold experimentally and set it to 𝑃𝑡ℎ,𝑒𝑒 = −88.8 dBm as it showed a reasonable tradeoff
between link robustness and energy efficiency. As soon as this threshold is exceeded, a more
efficient setting is utilized in the UWB transceiver. In case the energy efficiency is a less stringent
requirement of the application one can raise the threshold 𝑃𝑡ℎ,𝑒𝑒.
Ranking of UWB PHY parameters. The ranking of the UWB PHY parameters is defined by
the experimental characterization discussed in Sect. 3.1. However, to keep the adaptation scheme
generic, it additionally takes the application requirements into account. We demonstrate the im-
pact of the latter in Sect. 3.4 by defining two adaptation policies, namely, an energy-conservative
and an aggressive approach. The latter maximizes the link reliability regardless of the energy
expenditures, thus, it always selects the settings providing the largest link margin even if more
energy-efficient configurations would be available. In the energy-conservative policy, instead,
the most efficient settings are chosen while still maintaining a reasonable link reliability. Accord-
ing to Table 3.3, the ranking of the PHY settings employing an energy-conservative approach
is: (1) lower carrier frequency, (2) higher bandwidth, (3) higher PRF, (4) lower data rate. The
aggressive approach, instead, gives a lower data rate the highest priority [67].
Influence of environmental state on adaptation. The estimated received signal power is the
first instance to trigger an adaptation of the PHY parameters, however, the decision on the pa-
rameter can be overruled by the environmental state. Indeed, the presence of NLOS conditions
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or destructive interference might prioritize different settings. For instance, if the LOS component
is destructively interfering with a multipath signal, changing the channel and center frequency,
respectively, should always be privileged as shown in the evaluation in Sect. 3.4.
Implementation. The overhead of the adaptation is constituted by two bytes for each exchanged
packet. The first byte encloses the PHY configuration to be used for future transmissions and
the second byte contains the link state indicator consisting of 7 bits RSP and 1 bit indicating
the presence of destructive interference. A NLOS identification technique was not included in
the evaluation. If one of the nodes detects a degradation of the link it proposes a parameter
change to its neighboring nodes, which have to acknowledge the parameter change to become
effective. To avoid disagreements, the higher robustness of the SHR is exploited by accepting
the successful reception of the preamble as a binary ACK, as discussed in Sect. 3.1.2. Note
that the current implementation considers one global PHY configuration throughout a network.
Defining clusters to determine local optimal settings is subject of future work (see Chapter 6).

3.4 Evaluation

This section evaluates the performance of the presented adaptation scheme. The first part com-
pares the reliability and energy efficiency in dynamic environments when using static versus
adaptive PHY settings (Sect. 3.4.1). The second evaluation shows the effectiveness of the pro-
posed approach to identify and counteract destructive interference at runtime (Sect. 3.4.2).

3.4.1 Dynamic environments

To assess the performance of the adaptation scheme, we mount a transmitter and receiver in
a hallway at a fixed distance of 5 m with the transmitter sending every 20 ms a packet to the
receiver. The latter continuously estimates the link quality by employing the presented link state
indicator (see Sect. 3.2). To mimic harsh and dynamic environments in a reproducible manner,
a programmable attenuator is inserted before the transmitter’s antenna. This allows to run a
defined sequence of signal strength variations such as the one shown in Fig. 3.7 (top). The first
part is a triangle-shaped sequence (0 to 130 s) to push the transceiver to the edge of its sensitivity
range and the second part is a random sequence emulating irregular variations (130 to 360 s).

When employing this attenuation sequence, initially, we use static settings (the default ones
in Table 3.2) and observe the PRR, link state indicator as well as the energy consumption. Fol-
lowing, we repeat the experiment when using the presented adaptation scheme with an energy-
conservative and an aggressive adaptation policy, respectively. Fig. 3.7 (second from top) shows
that the PRR collapses when using the static settings (blue solid line), thus, a robust communi-
cation and in the case of a positioning system reliably sharing timestamps is prevented. Instead,
when using the adaptation scheme, the PRR is always higher than 95 and 98 % when using the
energy-conservative (orange dashed line) and the aggressive (purple dotted line) policy, respec-
tively. Additionally, Fig. 3.7 (third from top) shows the estimated RSP over time (blue solid
line). This information is used to trigger parameter changes. A more robust setting is used when
the RSP is below the threshold 𝑃𝑡ℎ,𝑟 = −93.3 dBm (red dashed line) and a more efficient setting
when the estimated RSP is above the threshold 𝑃𝑡ℎ,𝑒𝑒 = −88.8 dBm (red dotted line).
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Figure 3.7: Evaluation of the adaptation scheme. The reliability (PRR) and energy consumption
is compared when using static and adaptive PHY settings, respectively. Adapted from [67].

Sustaining a high link reliability by applying the adaptation scheme comes at the cost of a
slightly higher energy consumption (total energy for transmission and reception) as shown in
Fig. 3.7 (bottom). For the given attenuation sequence, the energy costs are 5 and 29 % higher
for the energy-conservative and the aggressive policy, respectively. However, the higher energy
consumption is mainly required to overcome phases of high attenuation and challenging link
conditions (marked with Ph. 2 and Ph. 4 in Fig. 3.7). In situations with higher link margin, the
adaptation scheme consumes significantly less energy (Ph. 1 and Ph. 3). Please note in the fourth
phase (Ph. 4) the difference in the energy consumption between the energy-conservative and the
aggressive approach. Since the latter uses a lower data rate as the first instance to increase link
reliability, which comes at an increased energy consumption.

3.4.2 Destructive interference

The measurements in the hallway highlighted areas where the LOS component was destructively
interfering with a strong multipath component. The aim of this evaluation is to determine if the
algorithm presented in Sect. 3.2.2 is capable of detecting these areas at runtime and if it is able
to counteract these environmental conditions fast enough to avoid dropping a significant amount
of packets. To this end, the transmitter is kept at a static position, whereas the receiver is moved
around eventually entering the area of destructive interference. Fig. 3.8 shows the recording
of the packet reception rate as well as the energy ratio 𝐸𝑅 defined in Eq. 3.1. After 30 s the
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Figure 3.8: The proposed adaptation scheme detects at runtime situations of destructive interfer-
ence (grey area) and counteracts these situations successfully. Adapted from [67].

receiver enters the area of destructive interference where it remains for another 30 s (marked
with light grey area in Fig. 3.8). When using static PHY settings, the PRR drops to almost zero
(blue solid line). Essentially the same happens when employing the adaptation scheme with an
aggressive policy and without exploiting the environmental state information provided by the
link state indicator (orange dashed line) as lowering the data rate does not help significantly
in the presence of destructive interference. However, continuously tracking the energy ratio
𝐸𝑅 enables to identify destructive interference as shown in Fig. 3.8 (bottom). As soon as the
power ratio falls below the experimentally determined threshold 𝐸𝑅𝑡ℎ = 1.5 (see Sect. 3.2.2),
the link state indicator pinpoints the presence of destructive interference. Correspondingly, the
ranking of PHY settings is overruled and a more appropriate parameter change is triggered.
Indeed, directly changing the carrier frequency enables to overcome the situation of destructive
interference and to sustain a high PRR as demonstrated in Fig. 3.8 (purple dotted line).
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CHAPTER 4
Single Anchor Positioning using

Multipath Assistance

The adaptation of physical layer parameters to reliably acquire and share timestamps in a net-
work (see Chapter 3) lays the foundation for building robust and efficient UWB-based position-
ing systems. The latter typically derive the ToA and hence the required timestamps by detecting
the first path component or leading edge of the estimated channel impulse response, as dis-
cussed in Sect. 2.4. However, in contrast to narrowband technologies, the high bandwidth of
UWB transceivers further allows to resolve MPCs, i.e., specular reflections originating from
walls and other objects. Still, typical UWB-based systems neglect this valuable multipath infor-
mation. Thus, in this chapter we present a system called SALMA, which utilizes the first path
component as well as the multipath information given by the estimated CIR. That additional
information enables to cut down the required infrastructure to a single physical anchor by ex-
ploiting instead of mitigating multipath propagation. This significantly reduces the deployment
effort, a stringent requirement to make indoor positioning systems time- and cost-efficient.
Related Work. Indoor positioning systems based on Wi-Fi [58], Bluetooth [11, 31], or Zig-
Bee [116, 147] inherently suffer from multipath fading due to the low bandwidth and hence
hardly achieve an accuracy below one meter. Instead, an increased bandwidth enhances the time
resolution and hence the resilience to multipath propagation leading to decimeter-level accuracy
of UWB-based positioning systems [129]. Thus, as discussed in Sect. 1.2, the large bandwidth
resulting in a high resilience against multipath fading and a high time resolution combined with
its ability to propagate through certain materials makes ultra-wideband increasingly attractive in
indoor positioning systems using low-cost transceivers [106,107,117,193]. However, these state
of the art systems have in common that they require a high amount of anchors. For instance, the
system presented in [193] employs eight and the system in [107] even fifteen anchors to cover
a single room. SALMA, instead, requires just a single physical anchor by exploiting the reflec-
tions from static objects and walls, while still competing with multi-anchor systems in terms of
accuracy and precision, as shown in the evaluation in Sect. 4.6.
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Similarly, recent works have tried to reduce the employed infrastructure of positioning sys-
tems to a single anchor. Indeed, systems using quasi-static magnetic fields [6], dual-tone radio
interferometric [123], or even single beacons for underwater navigation [26, 36] have been pro-
posed to allow cost-efficient deployments. To this end, the most common technique to reduce
the number of anchors are hybrid approaches combining ToA and AoA techniques using radio
waves [182, 190, 203, 230]. In contrast to single anchor systems based on mechanical waves
such as ultrasound [145], RF-based systems have the potential to penetrate obstacles and are
less susceptible to multipath propagation [132]. Still, hybrid approaches using narrowband tech-
nologies suffer from the reduced signal bandwidth and high number of required antennas [228].
To increase the utilized bandwidth, an interesting concept was presented by Vashist et al. [201],
there system named Chronos emulates a wideband radio on commodity Wi-Fi hardware, still,
due to the lack of multipath assistance SALMA outperforms Chronos in terms of accuracy.

Correspondingly to the error bounds for time of arrival estimation discussed in Sect. 2.1.3,
prior works have derived performance bounds for multipath-assisted indoor positioning [60, 88,
221] and even proved these observations using expensive, bulky, and wired-synchronized equip-
ment [120, 136]. SALMA, instead, has built upon these algorithms and theoretical observations
to provide the first low-cost multipath-assisted single anchor UWB-based indoor positioning
system. Recently, the research on multipath-assisted positioning in the ultra-wideband spectrum
is transferred to 5G and the mmWave spectrum to enable single anchor positioning at higher
center frequencies and even higher bandwidth [2, 28, 102].

Even though UWB technology allows to resolve MPCs, still, it appears that multipath signals
overlap and interfere with each other as discussed in Chapter 3. Hence, also the basic principle
of SALMA - which is based on exploiting solely the delay information of the MPCs - suffers
from a performance degradation in case of overlapping reflections. To tackle this issue, we ex-
tend the basic version with capabilities to exploit also the angular information of the MPCs.
To this end, we utilize a self-made switchable directional antenna system. Similar approaches
are presented using narrowband technologies and electronically steerable or switchable antenna
systems to enable single anchor positioning [30, 63, 148, 163]. However, SALMA outperforms
these systems due to the exploitation of the position-related information of the multipath compo-
nents. Likewise, UWB-based systems exploiting directional antenna arrays exists, still, they do
not exploit multipath information [188, 206] and/or are solely based on simulations [154, 236].
Structure. The remainder of this chapter is structured as follows. Sect. 4.1 gives a compre-
hensive overview of the SALMA and its main components followed by the design principles
in Sect. 4.2. The latter includes the definition of the signal model, which extends the model
discussed in Sect. 2.4 to support multiple directional antennas. Furthermore, Sect. 4.2 discusses
the concept of virtual anchors and the positioning algorithm in detail. Sect. 4.3 describes the im-
plementation of SALMA on low-cost UWB hardware based on the DW1000 and introduces the
self-made directional antenna system. Sect. 4.4 discusses the basic version SALMA-light, while
Sect. 4.5 describes the extended version SALMA-full and how it tackles multipath ambiguities.
The chapter closes with an evaluation of SALMA in Sect. 4.6 demonstrating its resilience to
NLOS conditions. Furthermore, a 24-hours measurement campaign demonstrates the robust-
ness of SALMA in dynamic and crowded environments. As mentioned in Part II, note that two
authors have contributed equally to most of the material discussed in this chapter.
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Figure 4.1: SALMA system overview. The infrastructure of the system consists of a single
anchor node connected to a notebook running the positioning engine. Adapted from [70].

4.1 System Overview

Fig. 4.1 illustrates the overall structure of the SALMA positioning system. It consists of a single
physical anchor node positioned at a known and static position a as well as multiple mobile
and battery-powered tags placed at unknown positions p𝑖 with 𝑖 = 1...𝑁𝑡 and 𝑁𝑡 being the
number of tags. The anchor either employs a single omnidirectional antenna or an antenna
system consisting of four switchable self-made directional UWB antennas. Depending on the
applied antenna, we differ between two versions of SALMA: (i) SALMA-light, which utilizes
an omnidirectional antenna and thus solely exploits the delay information of the MPCs and (ii)
SALMA-full, which additionally exploits the angular domain and utilizes the directional antenna
system. The static anchor is connected to and powered by a notebook running the positioning
engine to compute the estimated positions of the tag. Since the notebook as a central entity holds
the position information of all mobile devices, SALMA employs a server-based scheme as de-
scribed in Sect. 1.1.1. However, the position estimation is initiated by the tags via a double-sided
two-way ranging (DS-TWR) exchange with the anchor node to estimate the distance between
anchor and tag 𝑑0 = ||p𝑖 − a||. Besides the estimated distance 𝑑0, the anchor further records
the estimated channel impulse response provided by the UWB transceiver and forwards this in-
formation to the positioning engine. The latter also requires a floor plan showing the geometry
of the building in which the system is installed as well as the anchor position and orientation.
Please note that the map solely includes static objects such as walls and windows and there is
no need to keep track of whether tables, shelves, or other furniture were moved. Starting from
the floor plan, SALMA models the theoretical multipath propagation by employing the concept
of virtual anchors, i.e., mirroring the anchor position on reflecting surfaces [136]. Based on the
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position of the virtual anchors, one can build a hypothesized CIR for a given position. The po-
sitioning engine then compares the hypothesized channel impulse response with the estimated
CIR derived by the anchor node in the DS-TWR exchange. To limit the computational com-
plexity of SALMA and to enable its real-time applicability, the hypothesized CIR is solely built
for a set of candidate points, which are selected on a circle of radius 𝑑0 centered in the anchor
position a. The positioning engine selects the candidate point attaining the best fit between the
hypothesized CIR and the acquired one as the estimated tag position p̂.

4.2 Design Principles

This section discusses the mathematical foundations of the SALMA positioning system. In
Sect. 4.2.1 we define a signal model aiming to represent the estimated CIR via the parameters of
multipath components (MPCs). Next, it is shown in Sect. 4.2.2 how to use the known position of
the anchor and the floor plan to determine virtual sources of the MPCs, so-called virtual anchors.
The latter relate the tag position with MPC parameters embedded in the estimated CIR to intro-
duce additional position-related information. Based on this information, Sect. 4.2.3 presents an
algorithm to efficiently estimate the tag’s position using a maximum likelihood estimator.

4.2.1 Signal model

Exploiting multipath information provided in the estimated channel impulse response requires
its proper modeling1. Thus, in this section we extend the model defined in Sect. 2.4 and Eq. 2.11
to introduce a signal model relating the estimated CIR 𝑟(𝑡) and the parameters of multipath
components. To the derive the CIR, the receiver excites the propagation channel using the trans-
mitted UWB pulse 𝑠𝑡𝑥(𝑡). For simplification, the latter also contains de-spreading and filtering at
the receiver [139]. Thus, the estimated or observed CIR 𝑟(𝑡) can be modeled as the convolution
of the definition in Eq. 2.11 with the transmitted pulse 𝑠𝑡𝑥(𝑡) and follows as

𝑟(𝑡) =
𝐾∑︁

𝑘=0

𝛼𝑘(𝑡)𝑠𝑡𝑥(𝑡− 𝜏𝑘) + 𝑤(𝑡). (4.1)

The first term on the right-hand side describes 𝐾 specular MPCs, i.e., reflections of the trans-
mitted signal 𝑠𝑡𝑥(𝑡) at flat surfaces such as walls, windows, and doors. These MPCs can be
described using the geometric model introduced in Sect. 4.2.2. As discussed in Sect. 2.4, each
MPC is characterized by its complex-valued amplitude 𝛼𝑘 and delay 𝜏𝑘. To simplify the posi-
tioning algorithm described in Sect. 4.2.3 and to allow for efficient computations, we assume the
diffuse multipath to be zero-mean white Gaussian noise 𝑤(𝑡) with variance 𝜎2

𝑤.
The signal model introduced in Eq. 4.1 encloses the delay domain of the MPCs, however,

SALMA is additionally capable of exploiting the angular domain by utilizing 𝑀 antennas at the
anchor (SALMA-full). Each of these antennas with index 𝑚 = 1, . . . ,𝑀 is characterized by its

1The estimated CIR is also referred to as observed CIR and corresponds to the effective system impulse response.
It is derived by the anchor node from the last frame sent in the DS-TWR exchange from the tag to the anchor.
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beampattern 𝑏𝑚(𝜑). Extending the signal model in Eq. 4.1 with antenna support allows to model
the observed CIR 𝑟𝑚(𝑡) between a tag and the anchor’s 𝑚th antenna as [70]

𝑟𝑚(𝑡) =
𝐾∑︁

𝑘=0

𝛼𝑘𝑏𝑚(𝜑𝑘)𝑠𝑡𝑥(𝑡− 𝜏𝑘) + 𝑤𝑚(𝑡), (4.2)

where, beside the amplitude 𝛼𝑘 and delay 𝜏𝑘, we introduce an additional parameter of the MPC,
namely, the angle of departure 𝜑𝑘 of the 𝑘th multipath component.

To compactly describe the signal model in Eq. 4.2, vector notation is used. With 𝑓s = 1/𝑇s

being the sampling frequency of the observed signal 𝑟𝑚(𝑡) and 𝑁𝑠 the number of acquired
samples, the vector notation of the signal model in Eq. 4.2 follows as [70, 113]

𝑟 = 𝑋(𝜏 ,𝜑)𝛼 + 𝑤 (4.3)

with
⎡
⎢⎣
𝑟1
...

𝑟𝑀

⎤
⎥⎦ =

⎡
⎢⎣
𝑋1(𝜏 ,𝜑)

...
𝑋𝑀 (𝜏 ,𝜑)

⎤
⎥⎦𝛼 +

⎡
⎢⎣
𝑤1

...
𝑤𝑀

⎤
⎥⎦ (4.4)

and

𝑟𝑚 = [𝑟𝑚(0 · 𝑇s), . . . , 𝑟𝑚([𝑁𝑠 − 1] · 𝑇s)]
T

𝑋𝑚(𝜏 ,𝜑) = [𝑏𝑚(𝜑0)𝑠(𝜏0) . . . 𝑏𝑚(𝜑𝐾)𝑠(𝜏𝐾)]

𝑠(𝜏𝑘) = [𝑠𝑡𝑥(0 · 𝑇s − 𝜏𝑘), . . . , 𝑠𝑡𝑥([𝑁𝑠 − 1] · 𝑇s − 𝜏𝑘)]T

𝑤𝑚 = [𝑤𝑚(0 · 𝑇s), . . . , 𝑤𝑚([𝑁𝑠 − 1] · 𝑇s)]
T

𝜑 = [𝜑0, . . . , 𝜑𝐾 ]T; 𝜏 = [𝜏0, . . . , 𝜏𝐾 ]T; 𝛼 = [𝛼0, . . . , 𝛼𝐾 ]T.

The proposed signal model represents the observed signal, i.e., the estimated CIR, via the
MPC parameters, amplitude 𝛼𝑘, delay 𝜏𝑘, and angle of departure 𝜑𝑘.

4.2.2 From physical to virtual anchors

Since it is well-observed that reflections from flat surfaces, hence specular MPCs, contain
position-related information regarding the tag position [114, 218], it is desired to derive rela-
tions between the latter and MPC parameters. To this end, MPCs are interpreted as signals
originating from virtual sources, so called virtual anchors (VAs) [136]. The positions of these
VAs a𝑘 (𝑘 > 0) are derived by mirroring the single physical anchor a0 , a at each reflective
surface of the given floor plan. Fig. 4.2 illustrates the concept of virtual anchors using a single
reflective wall resulting in a specular MPC (black solid line). The latter is assigned to a virtual
anchor enabling efficient calculation of the MPC parameters delay 𝜏𝑘 and angle of departure 𝜑𝑘.
The delay of the 𝑘th multipath component 𝜏𝑘 follows as the Euclidean distance between tag
position p and VA position a𝑘, divided by the speed of light in air 𝑐, according to [70]

𝜏𝑘 =
1

𝑐
‖p− a𝑘‖ (4.5)
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𝜏𝑘

VA a𝑘

Tag p

Anchor a0

𝜑𝑘

𝜃seg𝑘

](p− a𝑘)

Figure 4.2: Concept of virtual anchors (VAs) in order to relate the tag position p to the MPC
parameters angle of departure 𝜑𝑘 and 𝜏𝑘 by mirroring the physical anchor a0. Taken from [70].

and as shown in Fig. 4.2 the angle of departure 𝜑𝑘 is derived as

𝜑𝑘 = 2 𝜃seg𝑘 − ](p− a𝑘), (4.6)

where 𝜃seg𝑘 denotes the angle of the reflective surface at which the physical anchor was mirrored
to generate the VA and ](p − a𝑘) indicates the azimuth angle between tag and virtual anchor.
While the delay 𝜏𝑘 and angle of departure 𝜑𝑘 can be related directly to the tag position p using
the known virtual anchors, a proper model for the MPC amplitudes 𝛼𝑘 is difficult to obtain due to
inevitable path overlaps in indoor environments [112]. Hence, we propose to treat the amplitude
𝛼𝑘 as nuisance parameter, estimated directly from the observation 𝑟.

Please note that in the described concept the signal originates from the anchor and is trans-
mitted to the tag. In SALMA instead the observed signal is derived from the FINAL message
in the DS-TWR exchange, hence, from the tag to the anchor (see Fig. 4.1). Still, the applied
concepts hold due to their independence of the direction of wave propagation. Furthermore,
solely single-order reflections, i.e., signals that were reflected by a single reflective object in the
signal path, are modeled and considered in SALMA. Thus, the number of reflecting surfaces
in the floor plan determines the number of used MPCs 𝐾 and hence the number of VAs. In
the rectangular-shaped room shown in Fig. 2.5b 𝐾 = 4 and hence also four VAs are obtained.
The reasoning for focusing solely on single-order reflections is that higher-order reflections are
strongly attenuated due to their increased path length and additional reflection losses and hence
are hardly resolvable by low-cost transceivers. Additionally, it is required to take the visibility of
the VAs at the tag position p into account and to check the direct path from p to the VA position
a𝑘 for intersections with any obstacles or wall segments. Indeed, we consider only MPCs with
a single involved intersection with the correct wall segment in the signal model [70].

4.2.3 Positioning algorithm

The signal model presented in Sect. 4.2.1 and the geometric model discussed in Sect. 4.2.2
allow to estimate the position of a tag p. To this end, we employ a maximum likelihood (ML)
estimator derived from the signal model in Eq. 4.3. As discussed in Sect. 4.2.1, zero-mean
white Gaussian measurement noise 𝑤 is assumed to allow for efficient computations. Thus, the
likelihood 𝑝(𝑟|p) of observation 𝑟 conditioned on the tag position p follows as [70, 105]:

𝑝(𝑟|p) =
(︁

1
2𝜋𝜎2

𝑤

)︁𝑀𝑁𝑠

exp
{︁
− 1

2𝜎2
𝑤
‖𝑟 −𝑋(𝜏 ,𝜑)𝛼‖2

}︁
. (4.7)
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Taking the logarithm of Eq. 4.7 results in the log-likelihood function as

log 𝑝(𝑟|p) = −𝑀𝑁𝑠 log(2𝜋𝜎2
𝑤) − 1

2𝜎2
𝑤
‖𝑟 −𝑋(𝜏 ,𝜑)𝛼‖2. (4.8)

The geometric model presented in Sect. 4.2.2 allows to relate the parameters 𝜏 and 𝜑 to the
tag position via Eq. 4.5 and Eq. 4.6, respectively. However, as discussed in Sect. 4.2.2, the
amplitudes 𝛼 have to be derived directly from the observation 𝑟. To this end, 𝛼 is estimated
using the least squares solution according to [112]

�̂� = (𝑋H(𝜏 ,𝜑)𝑋(𝜏 ,𝜑))−1𝑋H(𝜏 ,𝜑)𝑟 (4.9)

with the superscript (·)H denoting the Hermitian transpose. Thus, the amplitudes 𝛼 are substi-
tuted in Eq. 4.8 with the estimated amplitudes �̂�. Consequently, the estimated position of the
tag p̂ maximizing the log-likelihood in Eq. 4.8 can be formulated as

p̂ = arg max
p∈𝒫

log 𝑝(𝑟|p) = arg min
p∈𝒫

‖𝑟 −𝑋(𝜏 ,𝜑)�̂�‖2. (4.10)

Employing 𝜏 and 𝜑, derived from the geometric model in Sect. 4.2.2, as well as the estimated
amplitudes �̂� allows to build the hypothesized CIR 𝑋(𝜏 ,𝜑)�̂�. The latter is compared with the
observed CIR for all possible solutions 𝒫 . The position for which the hypothesized CIR comes
closest to the observed CIR (and thus maximizes the likelihood in Eq. 4.10) defines the position
estimate p̂. In fact, the set of possible positions 𝒫 contains all positions within the communi-
cation range of the single physical anchor. Thus, finding a global maximum for the maximum
likelihood estimator would result in an enormous computational complexity as it requires to
evaluate Eq. 4.10 at each feasible tag position within communication range. This would hin-
der an efficient implementation on low-cost low-power hardware. Thus, in SALMA the set of
possible tag positions is limited to a subset of 𝑁𝐶 candidate points 𝒫 = {p(𝑗)}𝑁𝐶

𝑗=1. The latter
are arranged on a circle around the anchor a with Gaussian distributed radius 𝑑(𝑗) ∼ 𝒩 (𝑑0, 𝜎

2)
and uniformly distributed angle 𝜑(𝑗) ∼ 𝒰(0, 2𝜋) [113], where 𝑑0 defines the estimated distance
between tag and anchor derived from the DS-TWR exchange and 𝜎2 the range variance of the
employed hardware (see Sect. 4.3.1). Hence, the position of the 𝑗th candidate point follows as

p(𝑗) = [𝑑(𝑗)𝑐𝑜𝑠(𝜑(𝑗)), 𝑑(𝑗)𝑠𝑖𝑛(𝜑(𝑗))]T + a. (4.11)

We discard candidate points lying outside of the area of interest determined by the floor plan.

4.3 Implementation on Low-cost Devices

The design principles discussed in Sect. 4.2 depict the theoretical foundation of SALMA, which
are inherently formulated to allow its implementation on low-cost low-power devices. Addition-
ally, Sect. 4.3.1 describes hardware-specific impacts on and properties of the signal model and
positioning algorithm, namely, the transmitted pulse shape as well as the selection of candidate
points. Sect. 4.3.2 discusses in detail the employed self-made directional UWB antenna system.
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4.3.1 Hardware-specific impacts on signal model and positioning algorithm

Identically to the characterization of the PHY parameters described in Chapter 3, we utilize the
EVB1000 boards employing the Decawave DW1000 UWB transceiver in SALMA for the tags
and anchor. Whereas the tags can be moved around freely, the single physical anchor is mounted
at a fixed position a and is connected to a notebook running the positioning engine in MATLAB.
Transmitted pulse. The signal model in Eq. 4.2 requires knowledge of the pulse shape 𝑠𝑡𝑥(𝑡)
transmitted by the EVB1000 UWB modules. Thereto, the IEEE 802.15.4 standard gives free-
dom to the developers by allowing an arbitrary pulse shape, as long as it fulfills certain require-
ments on its cross-correlation with a standard reference signal, a root-raised-cosine pulse with
a roll-off factor of 𝛽 = 0.5 [95]. However, Decawave does not provide information regarding
the transmitted signal of the DW1000. Hence, we identified the transmitted signal 𝑠𝑡𝑥(𝑡) in a
measurement campaign. To this end, we acquired 1000 CIRs in clear LOS and considered the
average LOS component over these signals as the transmitted pulse shape 𝑠𝑡𝑥(t) [70].
Selection of candidate points. To efficiently implement the maximum likelihood estimator
described in Sect. 4.2.3, Eq. 4.10 is solely evaluated on a circle around the anchor position a,
where the Gaussian distributed radius 𝑑(𝑗) ∼ 𝒩 (𝑑0, 𝜎

2) depends on the estimated distance
between tag and anchor 𝑑0 as well as the range variance 𝜎2. To account for hardware variability,
it is recommended to calibrate the distance estimation when employing new hardware. To this
end, we performed 5000 DS-TWR exchanges between anchor and tag in clear LOS and at a
distance of 𝑑0 = 2𝑚. The derived mean and variance of the difference between the reported
distance 𝑑𝐷𝑊 and the true distance 𝑑0 = 2𝑚 is 𝜇 = 0.26𝑚 and 𝜎2 = (0.054𝑚)2, respectively.
The latter defines the variance of the Gaussian distribution of the candidate points and the mean
of the Gaussian distribution is defined by the calibrated distance 𝑑0 = 𝑑𝐷𝑊 − 𝜇.

4.3.2 Directional UWB antenna system

As indicated in Sect. 4.1, we differ between the basic version SALMA-light exploiting the delay
information of MPCs and SALMA-full utilizing the delay as well as angular domain. To this
end, at the anchor either a single linearly polarized omnidirectional dipole antenna or multiple
directional antennas are employed. Due to the lack of directional antennas for UWB-based
systems, a compact microstrip patch UWB antenna is designed in-house by Bakr et al. [9]. To
fulfill the requirements of an efficient positioning system, the design process focused on low cost
as well as small form factor while still maintaining high directionality and constant electrical
performance over the large frequency range of UWB systems. Due to the planar structure of
the antenna and low-cost FR4 substrate, the price of one antenna is potentially less than one
dollar in mass production at a size of just 25 x 23 x 4 mm [65]. We have combined four of these
antennas to a switchable directional antenna system using a high-speed RF switching network
(see Fig. 4.3a). Antenna pattern measurements in an anechoic chamber recorded in the azimuth
plane (elevation = 90∘) with 2∘ resolution show that the four antennas properly cover the 360∘

horizon (see Fig. 4.3b). The average gain over all four antennas is 3.028 dB and the half-power
beam width (HPBW) is 98.5∘ [65]. The results are exemplarily shown at 5 GHz, however, the
system supports center frequencies up to 8 GHz and therefore covers all radio channels supported
by the DW1000 transceiver (see Table 3.1). Please note that the HPBW of 98.5∘ of the self-
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Figure 4.3: Self-made switchable directional UWB antenna system (a) and the measured antenna
patterns of the system at 5 GHz in polar coordinates and azimuth plane (b). Taken from [65].

designed directional UWB antenna was measured in an anechoic chamber. However, these
results were not experienced when combining the directional antenna system with the Decawave
EVB1000 UWB modules. Indeed, the effective HPBW is increased to about 150∘, which the
author assumes is due to internal saturation effects when estimating the CIR in the transceiver.
Despite this reduced directionality when using low-cost transceivers, we show in Sect. 4.6.2.1
the effectiveness of the directional antenna system to mitigate multipath ambiguities.

4.4 SALMA-light: Exploiting Delay Information

The signal model in Eq. 4.1 defines the estimated channel impulse response when employing an
ideal omnidirectional antenna at the anchor node (see Fig. 4.1), i.e., when solely exploiting the
delay information of the multipath components 𝜏 while ignoring the angle of departure 𝜑. This
implementation is referred to as SALMA-light and defines the basic version of SALMA.

As discussed in Sec. 4.2.2, the MPC amplitudes 𝛼 required to estimate the position of a tag
are challenging to model, hence, we directly derive them from the observation 𝑟 according to
Eq. 4.9. However, the latter requires a computationally expensive matrix inversion, and, in the
case of overlapping MPCs, the matrix might not even be invertible at all. Hence, to ensure an
efficient implementation of SALMA-light on low-cost hardware it is proposed to evaluate the
log-likelihood function in Eq. 4.10 iteratively [70, 113]:

init : 𝑟(0) = 𝑟

for 𝑘 = 1 . . .𝐾 : �̂�𝑘 = 𝑠H(𝜏𝑘)𝑟(𝑘−1) (4.12)

𝑟(𝑘) = 𝑟(𝑘−1) − �̂�𝑘𝑠(𝜏𝑘) (4.13)

Essentially, this iterative approach takes the observed CIR (init) and sequentially subtracts
sub-hypotheses (�̂�𝑘𝑠(𝜏𝑘)). The latter are composed of the transmitted pulse shape 𝑠𝑡𝑥(𝑡) shifted
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to the respective delay 𝜏𝑘 and weighted by the amplitude estimate �̂�𝑘. After 𝐾 iterations the
residual signal 𝑟(𝐾) corresponds to the similarity of the hypothesized and observed CIR. Thus,
it appears as an approximation of the log-likelihood function in Eq. 4.10. This employed iterative
algorithm is repeated for each candidate point and the one with the highest value and thus the
highest similarity to the observed CIR is chosen to be the tag position estimate p̂.

4.5 SALMA-full: Exploiting Delay and Angular Information

While the method described in Sect. 4.4 allows an efficient implementation of the log-likelihood
function, the single omnidirectional antenna and ignoring its beampattern restricts the algorithm
to solely exploit the delay information of the multipath components. Hence, this restriction
makes the algorithm susceptible to overlapping MPCs as it is not capable of distinguishing be-
tween MPCs arriving with the same delay but from different directions as shown in Sect. 4.6.2.
In SALMA-full in addition to the delay domain, we exploit the angular information of multi-
path components to reduce the sensitivity to overlapping MPCs and ambiguities. To this end,
the anchor is equipped with the self-made switchable directional UWB antenna system (see
Sect. 4.3.2) and the positioning algorithm utilizes the full signal model from Eq. 4.2 and Eq. 4.3,
respectively. Within the signal model each antenna 𝑚 is characterized by its beampattern 𝑏𝑚(𝜑)
covering one sector of the azimuth plane as shown in Fig. 4.3b.
Non-phase-coherent amplitude estimates. The directional UWB antenna system described
in Sect. 4.3.2 employs four self-made directional antennas, which are sequentially selected to
observe the estimated CIR between the tag and each antenna. To combine these individual
antenna measurements one would require phase-coherency, i.e., a stable phase-lock between
consecutive measurements, which is in contrast to dedicated measurement equipment such as
vector network analyzers not given by low-cost transceivers [112]. Instead, the non-coherent
clocks between consecutive measurements are perceived as an unknown phase offset 𝜙 affect-
ing the complex-valued MPC amplitude 𝛼𝑘,𝑚 ≈ 𝑒𝑗𝜙𝛼𝑘,𝑚′ . Hence, the unknown phase offset 𝜙
would be required in the amplitude estimation in Eq. 4.9 as well as in the log-likelihood func-
tion in Eq. 4.10. To avoid the necessity of phase-coherent measurements while preserving the
performance gain provided by the angular domain, we follow an approach presented by Kul-
mer et al. [112]. To this end, non-overlapping multipath components, i.e., (𝑠(𝜏1)

𝐻𝑠(𝜏2) ≈ 0)
for any 𝜏1 ̸= 𝜏2, are assumed. This allows to estimate an MPC amplitude 𝛼𝑘 independently as
projection of the normalized signal 𝑠H(𝜏𝑘)

𝑠H(𝜏𝑘)𝑠(𝜏𝑘)
onto the 𝑚-th measurement 𝑟𝑚 according to [70]

�̂�𝑘,𝑚 =
𝑠H(𝜏𝑘) 𝑟𝑚
𝑠H(𝜏𝑘)𝑠(𝜏𝑘)

. (4.14)

Furthermore, to take the beampattern into account one can define the absolute-valued aver-
age [141] and hence an estimate of the 𝑘th MPC amplitude 𝛼

avg
𝑘 according to

�̂�
avg
𝑘 =

𝑀∑︀
𝑚=1

|𝛼𝑘,𝑚| · |𝑏𝑚(𝜑𝑘)|2

𝑀∑︀
𝑚′=1

|𝑏𝑚′(𝜑𝑘)|2
. (4.15)
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Thus, the amplitude estimate �̂�
avg
𝑘,𝑚 of the 𝑚-th antenna and 𝑘-th MPC follows as

�̂�
avg
𝑘,𝑚 = �̂�

avg
𝑘 exp(𝑗∠𝛼𝑘,𝑚), (4.16)

where the remaining phase ∠𝛼𝑘,𝑚 is extracted from the individual antenna measurement. This
approximates the amplitude estimation in Eq. 4.9 by combining MPC amplitudes from non-
phase-coherent measurements and by taking the directivity of 𝑀 antennas into account.
Positioning algorithm using directional antennas. To consider the physical separation of the
antennas employed in SALMA-full (see Fig. 4.3a), the mean value of all ranges between the tag
and each antenna is utilized to create the set of candidate points around the anchor position a.
Equivalent to SALMA-light, for each of these candidate points the MPC parameters 𝜏 and 𝜑 are
derived using the geometric relations presented in Eq. 4.5 and Eq. 4.6, respectively. However
since SALMA-full collects observations from 𝑀 directional antennas, the iterative approach
of SALMA-light to estimate the tag’s position p (see Sect. 4.4) has to be adapted to utilize
multiple observed CIRs 𝑟 = [𝑟T1 , . . . , 𝑟

T
𝑀 ]T. Furthermore, we substitute the amplitude estimate

�̂�𝑘 in the iteration step in Eq. 4.12 by the non-phase-coherent amplitude estimates from Eq. 4.16
and replace the subtraction step in Eq. 4.13 with [70]

𝑟(𝑘)𝑚 = 𝑟(𝑘−1)
𝑚 − 𝑏𝑚(𝜑𝑘)�̂�

avg
𝑘,𝑚𝑠(𝜏𝑘).

This results in a stacked residual 𝑟(𝐾) =
[︀
(𝑟

(𝐾)
1 )T, . . . , (𝑟

(𝐾)
𝑀 )T

]︀T, which we use as an approx-
imation of the log-likelihood function also taking the beampattern into account. This iterative
approach is performed in SALMA-full for each candidate point to obtain the estimate of the
tag’s position p̂ by picking the candidate point with the maximum value.

4.6 Evaluation

This section presents an evaluation of SALMA illustrating its capabilities in real-world deploy-
ments. In Sect. 4.6.1 the experimental setup is described, thereby we challenged SALMA in two
indoor environments: an office and a stockroom. Sect. 4.6.2 discusses the positioning perfor-
mance with a focus on the comparison between SALMA-light and SALMA-full (Sect. 4.6.2.1)
followed by a detailed analysis of SALMA-full (Sect. 4.6.2.2). Sect. 4.6.3 highlights that
SALMA excels even in non-line-of-sight conditions (Sect. 4.6.3.1), changing as well as crowded
environments (Sect. 4.6.3.2 and Sect. 4.6.3.3), respectively. Note that this section presents the
evaluation in a condensed fashion, for additional measurements please refer to [70].

4.6.1 Experimental setup

We perform the initial experiments discussed in Sect. 4.6.2 in the office environment shown in
Fig. 4.4a and Fig. 4.5a (Room A), which contains several obstacles and scattering objects. The
tag and the anchor are mounted on a tripod at a height of 1.50 m, i.e., above various obstacles to
ensure LOS conditions. Instead, we evaluate the performance of SALMA in NLOS situations
separately in Sect. 4.6.3 in Room A and in a stockroom (Room B, see Fig. 4.4b and Fig. 4.5b).
The latter is significantly larger than Room A (46.7 m2 vs. 31.6 m2) and contains storage racks
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and several other metal obstacles. Initially, we derived for each room the dimensions of the four
walls used as virtual signal sources. The anchor is placed at a static position (blue square in
Fig. 4.4), whereas the tag is placed in each room at 𝑁EP = 35 evenly distributed evaluation
points. Both the tag and anchor use the same PHY settings, namely: data rate of 6.8 Mbps, PRF
of 64 MHz, and a PSR of 1024. The latter is chosen to ensure a high SNR of the employed CIR
estimate as discussed in Sect. 3.1.3. Furthermore, we utilize Channel 7 of the DW1000 due to
its high bandwidth (900 MHz, see Table 3.1). At each evaluation point 100 position estimates
are observed and the absolute error of each trial is calculated as the Euclidean distance between
the position of the evaluation point pEP and the 𝑖th position estimate p̂𝑖: Err𝑖 = ‖p̂𝑖−pEP‖. To
derive statistically meaningful observations, we investigate the cumulative distribution function
(CDF) over the errors Err𝑖 of all 𝑁EP · 100 = 3500 position estimates.
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Figure 4.4: Evaluation setup (2D-plan): (a) An office (Room A) and (b) a stockroom (Room B)
are evaluated at 35 evenly distributed evaluation points (red crosses). Adapted from [70].

(a) (b)

Figure 4.5: Evaluation setup (Image): Both rooms are filled with obstacles and scattering ob-
jects. The white dashed line marks the height under obstructed LOS. Adapted from [70].
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(a) SALMA-light
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(b) SALMA-full

Figure 4.6: Solely exploiting the delay domain of MPCs may result in multipath ambiguities (a),
which are resolvable by additionally utilizing the angular domain (b). Adapted from [70].

4.6.2 Positioning performance

This section discusses the positioning performance of SALMA in an office environment and
in LOS conditions. In Sect. 4.6.2.1 we compare SALMA-light and SALMA-full qualitatively
and quantitatively showing that SALMA-full is capable of mitigating outliers caused by mul-
tipath ambiguities. Sect. 4.6.2.2 studies the performance of SALMA-full individually for each
evaluation point and discusses the role of candidate points and the antenna.

4.6.2.1 SALMA-light vs. SALMA-full

Two different implementations of SALMA are presented, namely, SALMA-light (see Sect. 4.4)
and SALMA-full (see Sect. 4.5). This section compares them qualitatively by investigating a
single position estimate and its likelihood values and quantitatively by inspecting the cumulative
distribution function of the position error, respectively.
Qualitative comparison. SALMA-light solely exploits the position-related information pro-
vided by the path delay of MPCs, however, this may result in a highly multimodal likelihood for
the candidate positions, i.e., multiple regions seem to fit the observed signal. This is illustrated
in Fig. 4.6, which shows the position estimate (black cross) using SALMA-light (Fig. 4.6a) and
SALMA-full (Fig. 4.6b), respectively, for a tag positioned at evaluation point #34. The colored
dots indicate the likelihood value of each candidate point (red=high, blue=low). Despite the fact
that the evaluation point #34 is in the top left corner of the room (cf. Fig. 4.4a), SALMA-light
displays three regions with similarly high likelihood values (red and orange dots). This is due
to ambiguous MPC paths: Although the MPCs indicated with grey dashed lines in Fig. 4.6a and
Fig. 4.6b are arriving from different directions, SALMA-light cannot distinguish between them
due to the equal path lengths and the employed omnidirectional antenna. SALMA-full instead

51



0 0.5 1 1.5 2 2.5
0

0.2

0.4

0.6

0.8

1

position error [m]

pr
ob

ab
ili

ty
SALMA-full
SALMA-light

Figure 4.7: Due to multipath ambiguities SALMA-light sustains an position error below 30 cm
only in 70% of the estimates. By exploiting the angular domain, SALMA-full instead exhibits
an error below 30 cm in 99% of the cases (Room A). Adapted from [70].

takes the angle of departure of the MPCs into account and hence explores the angle domain on
top of the delay information. This allows to resolve the multipath ambiguities and to find the
true position of the tag due to the combined directional antenna observations.
Quantitative comparison. The previous discussion shows that using directional antennas mit-
igates multipath ambiguities and hence avoids a multimodal likelihood. However, to derive
statistically meaningful observations and to compare SALMA-light and SALMA-full quantita-
tively, we present a CDF of the absolute position error taking all 3500 estimates into account
in Fig. 4.7. It depicts the CDF for SALMA-light (dashed orange line) and SALMA-full (solid
blue line). Using SALMA-light, 67.3% of all evaluations exhibit a position error below 25 cm.
However, the tail of the CDF shows that 21.7% of the estimates have an error above one meter.
These outliers are due to ambiguities in the delay domain of the MPCs. By additionally exploit-
ing the angular information of the MPCs and using the directional antenna system, SALMA-full
mitigates these outliers and eventually ensures that 90% of all evaluations exhibit an error below
20.17 cm and the error of 99% of the evaluations is still below 29.72 cm. These results show
that SALMA-full clearly outperforms SALMA-light and fulfills the requirements for a robust
positioning system. Hence, the following evaluations will focus on SALMA-full only.

4.6.2.2 Detailed analysis of SALMA-full

The results in Sect. 4.6.2.1 show that towards a robust single anchor positioning system it is
required to exploit the delay as well as angular information of multipath components. Hence, in
this section SALMA-full is evaluated in more detail and individually for each evaluation point.
To this end, Fig. 4.8a shows the mean (blue cross) and the 3-fold standard deviation (black
error ellipse) for the 100 estimates at each evaluation position of Room A. The mean indicates
the estimation bias (distance to true position marked with red crosses), which is modest for
all evaluation points. The error ellipses instead give insights in the radial or ranging (facing the
LOS) as well as the tangential or angle (perpendicular to the LOS) error. The latter is determined
by the information gained from the MPCs and is higher than the radial error due to the good
ranging precision of UWB. An asset of SALMA is that its performance does not degrade at
higher ranges. Indeed, for instance evaluation points #8, #16, and #24 are placed more than four
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Figure 4.8: Mean position (blue cross) and 3-fold standard deviation (black ellipses) for each
evaluation point in Room A and under clear LOS (a) and obstructed LOS (b). Adapted from [70].

meters apart from the anchor, remarkably, their estimates are as accurate as the ones obtained
at much closer distances to the single physical anchor (blue square) [70]. This is in contrast to
indoor positioning systems making use of angle of arrival techniques such as visual or camera
based systems, where the precision decreases at larger distances [128, 132].
Role of candidate points. The simplification to solely evaluate the log-likelihood function
at a set of candidate points arranged on a circle around the anchor position a influences the
positioning performance of SALMA. The more fine-grained the sampling and hence the higher
the number of candidate points 𝑁𝐶 is, the better is the performance. However, higher number
of candidate points results in an increased computational complexity. Indeed, the computation
time increases linearly with the number of candidate points. We have shown in simulations of the
positioning performance and the computational complexity that 𝑁𝐶 = 200 is a reasonable trade-
off between positioning performance and computational expenses as further increasing 𝑁𝐶 does
not result in significant improvements [70]. Hence, 𝑁𝐶 = 200 is the preferred setup and used
for all evaluations discussed within this chapter. Note that the current implementation evaluates
the log-likelihood function for each candidate point, future works might employ algorithms to
optimize the search for the candidate point showing the maximum likelihood (see Sect. 6.1).
Role of directional antennas. Besides the number of candidate points 𝑁𝐶 , the number of
employed directional antennas as well as their beampattern influences SALMA-full and its per-
formance. We have shown in simulations that already increasing the number of antennas from
four to six and improving the half-power beam width to 90∘ decreases the 90% error by about
10 cm and 99% of the position estimates would achieve an error below 20 cm [70]. This highly
motivates future work on directional UWB antennas and to extend the presented directional
antenna system to an antenna array with a significantly higher amount of antennas.
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Figure 4.9: Positioning performance of SALMA-full in clear LOS, obstructed MPC, and ob-
structed LOS conditions evaluated in Room A (office environment). Adapted from [70].

4.6.3 Robustness to non-line-of-sight and dynamic environments

The evaluations in Sect. 4.6.2 highlight the potential of exploiting multipath signals to provide
robust and efficient position information. Although we performed the measurements in a chal-
lenging indoor environments, still, there is always clear line-of-sight between the single anchor
and the tag. However, the success and value of a positioning system strongly depend on (i)
its performance in NLOS conditions as well as (ii) its robustness in dynamic environments and
crowded settings. Hence, this section investigates the positioning performance of SALMA un-
der NLOS conditions (Sect. 4.6.3.1), in different environments and when obstacles are moved
(Sect. 4.6.3.2), as well as in highly-dynamic and crowded surroundings (Sect. 4.6.3.3).

4.6.3.1 Performance in NLOS conditions

Positioning systems based on optical technologies inherently fail in case the direct view be-
tween devices is restricted. RF-based systems instead possibly penetrate obstacles and remain
functional in NLOS conditions, however, blocking the LOS in time-based systems leads to a
positive range bias [131]. This is either caused by the lower propagation speed in case the signal
propagates through the obstacle, or, in case of a fully blocked LOS, due to the misinterpreta-
tion of a reflection as the direct path. Indeed, we have shown in experiments with low-cost
UWB transceivers that already two humans blocking the LOS cause a range bias of more than
40 cm [70]. Since SALMA requires the distance estimate between the anchor and tag 𝑑0 to dis-
tribute the candidate points on a circle around the physical anchor (see Sect. 4.2.3) it is affected
by a blocked LOS as the positive range bias increases the radius of the circle.
Quantitative analysis. However, SALMA is not solely utilizing a single path, namely the LOS
component, but rather more paths due to the exploitation of multipath propagation. Thus, we
evaluate if this enables a higher robustness to obstructed LOS situations and, additionally, we
analyze the impact of blocked MPCs on the performance of SALMA. To this end, we repeat the
evaluation in Room A described in Sect. 4.6.2 with the tag and the anchor at a height of 1.20 m,
corresponding to the height of several obstacles such as monitors and shelves (see Fig. 4.5a).
This results in obstructed LOS for twelve evaluation points, thus in total for 1200 positioning
trials. Note that for all these evaluation points there were also specular MPCs blocked by ob-

54



stacles. For twenty evaluation points, instead, the LOS was still clear but specular MPCs were
obstructed. The three remaining evaluation points are in clear LOS with no blocked MPCs,
thus, they are ignored for this evaluation. Fig. 4.9 shows the CDF of the position error using
SALMA-full in clear LOS, obstructed MPC, and obstructed LOS conditions. The observations
in clear LOS (blue solid line) are taken from Sect. 4.6.2.1 with a 90% error of 20.17 cm. The or-
ange dashed line indicates the measurements where significant MPCs are blocked by obstacles.
The median error is at 10.25 cm and the error for 90% of the estimates is below 30.52 cm. Even
under blocked LOS (purple dotted line) the 90% error is still below 30.7 cm. These results em-
phasize that SALMA remains robust even in the case of obstructed MPCs and LOS, respectively.
This is accomplished due to the exploitation of multiple signal paths between the anchor and tag
as well as by employing directional antennas to utilize angular information in SALMA-full.
Qualitative analysis. Fig. 4.8b shows the positioning results individually for each evaluation
point in Room A and for obstructed MPC and LOS conditions, respectively. While the position
bias (distance between red and blue crosses) is still low and did not increase significantly com-
pared to the clear LOS case (see Fig. 4.8a), the larger error ellipses indicate that the tangential
or angle deviation (perpendicular to the LOS) increases for most of the evaluation points. This
is caused by the increased range bias as well as modeled MPCs that are suppressed by obstacles.
Particularly interesting are the evaluation points #17 and #18 due to their significantly higher
standard deviation. The reason is the position of the physical anchor a for these two evalua-
tion points. Indeed, the monitors and obstacles at the left and right wall block the respective
MPCs. Thus, the only two reflections contributing position-related information, the LOS and
the reflection from the window, are arriving at the same angle at the anchor and are hence dif-
ficult to resolve in the angular domain [70]. This results in multipath ambiguities similar to the
ones obtained when using SALMA-light (see Sect. 4.6.2.1). Selecting a different position for
the anchor would avoid this unfortunate geometric configuration. In general, it is preferred to
put the anchor closer to the center of a room to benefit from the beampatterns in all directions.
In SALMA-light, instead, it might be beneficial to mount the anchor in the corner of a room as
this results in a smaller circle of candidate points and hence a reduced risk of ambiguities.

4.6.3.2 Performance in changing environments

Until now all the evaluations were performed in an office environment (Room A). However,
to challenge SALMA in a different environment and in the presence of moving obstacles, we
evaluate the system additionally in a stockroom (Room B). The latter is significantly larger than
Room A (46.7 m2 vs. 31.6 m2) and it depicts an even more challenging environment cluttered
with desks, storage racks (bright rectangles in Fig. 4.4b) and several other metal obstacles (see
Fig. 4.5b). Mounting the anchor and tag at a height of 1.20 m, Fig. 4.10 (solid blue line) shows
the CDF of all evaluation trials in Room B. The median error is 18.6 cm and 90% of all po-
sition estimates obtain an error below 44.5 cm. Thus, the larger size of the room with more
metal obstacles results in a slightly worse performance compared to Room A. Furthermore, the
wall materials and its reflective properties influence the performance of SALMA due to the ex-
ploitation of multipath propagation. Indeed, materials such as glass and metal are reflecting
electromagnetic waves well and including them in the geometric model enhances the position
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Figure 4.10: Positioning performance of SALMA-full in the stockroom (Room B) and in the
case of moving obstacles (storage racks are empty or filled). Adapted from [70].
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Figure 4.11: Mean position (blue crosses) and 3-fold standard deviation (black error ellipses)
for each evaluation point in Room B with empty racks. Adapted from [70].

estimation. Instead, plaster boards (such as the eastern wall in Room B) or wooden surfaces give
little to no contribution in terms of specular reflections [70]. Thus, such materials should not be
included in the model. Fig. 4.11 shows the mean (blue cross) and three-fold standard deviation
(black error ellipses) for the individual evaluation points in Room B. Similar to the observations
in Room A (see Sect. 4.6.3.1), some evaluation points (e.g., #4, #5, #12, #18, #24) suffer from
an unfavorable anchor placement as the LOS is arriving from a similar angle as strong MPCs.
Others, such as #21, #25, #26, #32 are affected by obstructed LOS and MPCs, respectively.

Please note that the current evaluations were performed and discussed with empty racks.
However, we evaluate SALMA also when the storage racks in Room B are stocked up with full
beer crates and other objects (see Fig. 4.5b) to simulate a changing environment. Due to the well-
reflecting nature of the added objects, it might be beneficial to add them to the geometric model
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Figure 4.12: Snippet of a 24-hours experiment in a dynamic office environment. The dashed
orange line depicts the mean error of 50 position estimates over time, whilst the solid blue line
shows the 90% error. The green line indicates the number of people present. Adapted from [70].

to derive additional virtual sources. However, this is not practical in real-world environments,
which are continuously changing due to moving obstacles or furniture. Fig. 4.10 (dashed orange
line) shows that the performance of SALMA is affected by the added obstacles due to a higher
range bias, still, the position error stays in reasonable bounds. Positioning systems based on RSS
profiling and fingerprinting instead are highly affected by such adaptations of the environment
and often require to update or repeat measurements.

4.6.3.3 Performance in crowded environments

Several indoor positioning applications discussed in Sect. 1.1.2 involve dynamic environments
due to the movement of people, hence, the latter frequently block the LOS in a dynamic man-
ner. Thus, we perform the final evaluation of SALMA in a crowded office environment. To
this end, we install SALMA-full in the office environment (Room A) to perform a 24-hours en-
durance test, while the system was exposed to the usual ongoing work flow. Hence, colleagues
recurrently block the LOS or specular reflections between the anchor and three tags placed at
representative evaluation points (#3, #15, #33). The latter are intentionally chosen to be in ob-
structed LOS conditions. During the 24 hours, every five seconds the position of the three tags
is estimated by SALMA-full resulting in more than 50000 position estimates. Fig. 4.12 shows
the positioning performance, where the dashed orange line represents the mean error and the
solid blue line the 90% error over 50 position estimates. Additionally, we continuously track
the number of present people in the room (green shaded step function). It is evident that the
usual working environment (with two employees present) does not impair the performance of
SALMA as it sustains an average error below 11.2 cm. Please note in Fig. 4.12 two prominent
events: (i) a meeting with five people at 11:00 o’clock and (ii) at 14:00 o’clock a live presenta-
tion of SALMA with in total 15 people attending. We encouraged the audience to move around
in the room freely during the presentation, thus, the LOS and the MPCs were obstructed in a
dynamic fashion. Fig. 4.12 indicates that the position error increases during these events, still,
even during the live presentation, the average error was below 34 cm and the 90% error below
79 cm [70]. These results demonstrate that SALMA is robust also in a highly dynamic environ-
ment and reinforce its resilience to NLOS situations. It is worth to mention that SALMA was
also showcased at numerous conferences and public events achieving similar results [71].
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CHAPTER 5
Scalable and Responsive Positioning
using Quasi-simultaneous Responses

Chapter 3 presents a real-time adaptation scheme to share data and timestamps between UWB
devices in a robust and energy-efficient fashion, while Chapter 4 comprises a positioning system
that exploits multipath propagation to cut down the required infrastructure to a single physical
anchor, hence, to provide position information time- as well as cost-efficiently. Towards a ro-
bust, efficient, and scalable positioning system, this chapter, instead, provides solutions tackling
the scalability property. The latter is of high relevance for future technologies to cope with bil-
lions of connected devices and the steadily increasing figures [187] emphasizing the importance
of positioning systems that provide scalable operation, i.e., to support an increasing number of
devices utilizing the positioning service without suffering from a performance degradation. Al-
though designed in the 70’s, still, GPS meets the requirements of a massively connected world
due to a relentless performance that is independent of the number of users. Likewise, future in-
door positioning systems should be designed with an enormous increase of connected devices in
mind. However, most of the existing solutions based on UWB technology disregard the scalabil-
ity property [158]. This chapter, instead, introduces an efficient concurrent ranging technique,
which eventually leads to a highly scalable and responsive positioning system named SnapLoc.
Related Work. The multipath-assisted positioning system presented in Chapter 4 exploits mul-
tipath components present in the estimated CIR. Instead, in concurrent ranging and SnapLoc,
respectively, significant peaks in the CIR do not necessarily originate from reflecting objects but
rather from multiple distinct transmitters, which intentionally inject signal components in the
CIR estimate by responding in a synchronized fashion to an initialization message. Conceptu-
ally, the principle may look similar to the synchronous transmissions proposed in narrowband
radios [54, 55, 115, 242], which aim to exploit constructive interference between the transmitted
signals of multiple devices to improve robustness and efficiency [242]. Instead, in the presented
concepts, it is desired that the responses arrive quasi-simultaneously at the receiver, i.e, well
enough separated in time to avoid interference and to allow resolving the responses in the es-
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timated CIR. Furthermore, the above-mentioned related works focus on communication, while
the presented ideas aim to estimate the distance between a tag and its neighboring nodes as well
as its position with a single read operation. To this end, instead of scheduling ranging operations
between an initiator and multiple responders, the latter reply quasi-simultaneously to a single
broadcast message. At the receiver these response signals are visible in the estimated channel
impulse response and encode the relative distances between the responders. This principle and
its feasibility was experimentally shown in [33]. In this thesis, instead, we address the remaining
key challenges to make concurrent ranging applicable in real-world deployments.

As discussed in Chapter 4, several implementations of indoor positioning systems using low-
cost UWB radios exist [79, 106, 117, 178]. However, the main objective of these systems is to
achieve a high positioning accuracy and precision neglecting critical properties such as the posi-
tion update rate and scalability in terms of tag density. For instance, Kempke et al. [106] achieve
a 99% error in 3D of 53 cm with an update rate of 12 Hz. Silva et al. [178] report average errors
between 5 and 40 cm in 2D at an update rate of 10 Hz, while the work by Hartmann et al. [79]
attain an average error of 27 cm in 2D and an update rate of 50 Hz. These position update rates
seem to be comparable to the responsiveness of GPS systems. However, the listed numbers re-
fer to single-tag positioning, whereas the actual update rates decrease linearly with more tags.
Hence, to derive the effective update rate, the given figures have to be divided by the number of
tags. Instead, SnapLoc, the positioning system presented in this chapter, achieves a similar per-
formance (90% error of 33.7 cm) at much higher update rates and with the ability to support an
unlimited number of tags. This is enabled thanks to the ability of SnapLoc to carry out passive
self-localization, i.e., tags are not actively transmitting a signal and remain anonymous.

These features are also provided by GPS systems and one of the key reasons for their long-
lasting and enduring success [87]. Still, GPS requires the use of atomic clocks to maintain
synchronization of the satellites and is not available indoors. To find passive alternatives for
GPS-denied areas, positioning systems are often combined with device-free techniques, which
do not need to attach tags to the tracked entities. However, due to the utilization of RSS mea-
surements, these systems hardly achieve sub-meter accuracy [125, 165, 172] and they allow
to track just a small number of objects [22]. Thus, to provide GPS-like scalable and accu-
rate self-localization it is advised to make use of passive tags. To this end, systems based on
ultrasound [46, 169], mobile crowdsourcing [27], passive RFID [130, 197], and optical sen-
sors [156, 186] have been presented. Still, none of them provides decimeter-level accuracy as
well as robustness in multipath-rich environments and NLOS conditions.

A UWB-based positioning system comparable to GPS has been introduced in [117], how-
ever, it requires a tight synchronization at the anchors and clock skew correction at the tag due to
the use of sequential messages transmitted by the anchors. SnapLoc, instead, removes the need
for tight synchronization and does not need a clock correction at the tag. Chorus [34] takes a
similar approach as SnapLoc and exploits the concept of quasi-simultaneously transmitting an-
chor nodes to enable passive self-localization of the tags. However, Chorus focuses on modeling
the uncertainty of low-cost UWB transceivers, while SnapLoc proposes techniques to overcome
these limitations to enable its implementation on highly-constrained devices. Thereby, SnapLoc
is the first positioning system employing quasi-simultaneous transmissions while achieving
decimeter-level accuracy in real-world deployments.
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Structure. The remainder of this chapter is structured as follows. Sect. 5.1 introduces in detail
the concept of concurrent ranging as well as its open challenges and proposed countermeasures
(Sect. 5.1.1). The open challenges include (i) to design an algorithm to reliably detect multiple
responses in the CIR even in the case of overlapping signal components (Sect. 5.1.2), (ii) to
identify responders, i.e., to associate a distance estimate to a specific responder (Sect. 5.1.3), and
(iii) to mitigate the impact of multipath signals potentially leading to misclassification of MPCs
as anchor responses (Sect. 5.1.4). Following, the concept of quasi-simultaneous responses is
exploited to provide a highly scalable and fast indoor positioning system in Sect. 5.2. This
includes a discussion of the limitations of current approaches (Sect. 5.2.1), a description of
the design principles (Sect. 5.2.2) as well as techniques to overcome the limited timestamp
resolution of low-cost UWB transceivers (Sect. 5.2.3) and an extensive evaluation (Sect. 5.2.4).

5.1 Concurrent Ranging

As discussed in Sect. 2.3, estimating the distance between two nodes in a non-synchronized
network requires a two-way ranging (TWR) exchange by utilizing multiple packet transmissions.
Indeed, in single-sided two-way ranging (SS-TWR), for instance, two messages (INIT, RESP)
are exchanged between initiator and responder (see Fig. 2.4a and Fig. 5.1). Thus, estimating
the pairwise distance between 𝑁 nodes requires to schedule 𝑁 · (𝑁 − 1) messages. Given
the high current draw of UWB transceivers (see Chapter 3), it is a stringent requirement to
reduce this high number of messages to make UWB feasible for energy-efficient location-aware
IoT applications. Furthermore, scheduling the distance estimation to each neighbor results in
a significant timing overhead, which increases channel utilization and traffic load. In highly
dynamic settings, moreover, consecutively estimating the distances may result in inaccuracies.

The capability of UWB technology to resolve individual multipath components allows to
build multipath-assisted positioning systems such as the one presented in Chapter 4. However,
the high bandwidth of UWB transceivers, also, enables to extract the simultaneous responses of
multiple transmitters from the estimated CIR. This principle is called concurrent ranging and
its feasibility was shown experimentally by Corbalán and Picco [33]. Instead of scheduling sev-
eral two-way ranging exchanges between an initiator node and other neighbors (responders), in
concurrent ranging the initiator broadcasts an INIT message to all neighbors, which reply quasi-
simultaneously with a RESP message after the time of flight of the packet and a pre-defined
constant delay ∆𝑅, as illustrated in Fig. 5.1. Consequently, the RESP messages (containing the
timestamps 𝑡𝑟𝑥,𝑗 and 𝑡𝑡𝑥,𝑗 in the payload) sent by the responders are overlapping in time. This
allows to observe the signal components associated to each responder in the estimated CIR at
the initiator. Thus, in contrast to SALMA (see Chapter 4), the peaks in the CIR do not neces-
sarily originate from reflecting or scattering objects but from distinct transmitters. By detecting
these intentionally injected pulses, it is possible to estimate the path delay and distance not only
to a single neighbor, but to all responders concurrently. This implies that concurrent ranging
reduces the total number of messages required to estimate distances between all neighbors from
𝑁 · (𝑁 − 1) to 𝑁 . In fact, the initiator has to broadcast just a single message and, due to the high
current consumption during reception more importantly, to perform only a single read operation
to aggregate all responses. This is especially relevant for battery-powered initiators.
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Figure 5.1: Principle of single-sided two-way ranging (SS-TWR) and concurrent ranging. In the
latter, responders transmit RESP messages quasi-simultaneously. Adapted from [66].

Fig. 5.2a shows an acquired (normalized) channel impulse response when three neighbors
are responding quasi-simultaneously. The responders are placed in a hallway at a distance from
the initiator of 𝑑1 = 3𝑚, 𝑑2 = 6𝑚, and 𝑑3 = 10𝑚, respectively. Three significant peaks are vis-
ible in the CIR, representing the strongest signal component of each neighbor and encoding the
relative distance between the responders. However, the absolute distance between the initiator
and the closest neighbor is derived from the SS-TWR scheme (see Fig. 5.1), as it is still possible
to decode one of the concurrently transmitted payloads containing the required timestamps [33].
The equation to calculate the distance between initiator and responder 1 follows as:

𝑑1 =
(𝑡𝑟𝑥,𝑖𝑛𝑖𝑡 − 𝑡𝑡𝑥,𝑖𝑛𝑖𝑡) − (𝑡𝑡𝑥,1 − 𝑡𝑟𝑥,1)

2
· 𝑐 (5.1)

with 𝑐 denoting the propagation speed in air. The distance between the initiator and the re-
maining responders instead is derived from the CIR. Due to the larger distance to the initiator
node, the responding peaks of responder 2 and responder 3, respectively, arrive with a delay of
∆𝜏2 = 2 · (𝜏2 − 𝜏1) and ∆𝜏3 = 2 · (𝜏3 − 𝜏1) at the initiator, with 𝜏𝑗 (𝑗 ∈ {1, . . . , 3}) denoting
the path delay between the initiator and each responder. The resulting delays ∆𝜏2 and ∆𝜏3 are
due to the transmission of the INIT as well as the RESP message: thus, they have to be halved to
correctly derive the distances. The estimated distances between initiator and responders, hence,
follow as 𝑑2 = 𝑑1 + 𝑐·Δ𝜏2

2 = 6 m and 𝑑3 = 𝑑1 + 𝑐·Δ𝜏3
2 = 10 m, respectively.
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Figure 5.2: Principle of the proposed response detection algorithm. Adapted from [66].

5.1.1 Open challenges and contributions

Although the feasibility and potential of concurrent ranging was shown experimentally in [33],
within this thesis the still open key challenges are addressed to make concurrent ranging appli-
cable in real-world deployments. Within this section the open challenges are discussed, whereas
each contribution to tackle these limitations are presented in one of the following sections.
Reliable detection of multiple responses. To practically implement concurrent ranging, it is
required to process the estimated CIR at run-time and reliably detect the signal peaks associated
to the different neighboring nodes. To this end, we propose a method to let initiators efficiently
detect responses in the channel impulse response at run-time. Furthermore, the discussed method
performs reasonably well in the case of overlapping reponses (Sect. 5.1.2).
Identifying responders. A key challenge hampering the versatility of concurrent ranging is the
impossibility to associate a signal peak in the CIR to a specific responder, i.e., the anonymity of
the derived distance information. In previous works investigating the feasibility of concurrent
ranging, all nodes are placed in a line topology [33], which gives the initiator prior knowledge
about the order in which the responses are received in the CIR. This is impractical in real-world
settings, as the relative locations of nodes are typically unknown especially in mobile setups. To
overcome this limitation, we present a technique based on pulse shaping that allows to associate
a distance estimate to a specific responder, so that ranging is no longer anonymous (Sect. 5.1.3).
Mitigating the impact of multipath reflections. Another critical challenge is to differentiate be-
tween a response and a strong multipath component from another responder. Corbalán et al. [33]
suggest to use power boundaries based on the Friis equation to differentiate between responses
in the channel impulse response and disturbing MPCs. However, this principle is not applica-
ble in real-world applications due to three main issues [66]: (i) the Friis equation is idealized
and does not hold true in typical UWB operational areas, (ii) in the case of an attenuated direct
path, it is likely that multipath signals have higher amplitudes than the LOS component, (iii) the
amplitude of the peaks in a CIR derived from low-cost UWB transceivers is highly varying.
Thus, we propose the concept called response position modulation, which prevents the overlap
of responses and strong multipath component from other responders (Sect. 5.1.4).
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5.1.2 Reliable response detection

To make concurrent ranging feasible in real-world systems, it is essential to detect responses
reliably in the CIR. To this end, we propose a scheme based on the search and subtract algo-
rithm [51]. The latter employs a matched filter computing the correlation between the estimated
CIR and a transmitted UWB pulse template with duration 𝑇𝑝. The pulse shape 𝑠𝑡𝑥(𝑡) is derived
from the previous chapter, where it is required in the signal model (see Eq. 4.2.1). To detect the
𝑁 − 1 strongest responses in the CIR, we propose the following procedure [66]:

1. Upsample the CIR in order to improve the time granularity for further processing. Further-
more, to correct for the unknown time offset of the CIR derived from low-cost transceivers
such as the Decawave DW1000 [112], the CIR is aligned with the response of the closest
neighbor and hence the distance estimate 𝑑1 (see Eq. 5.1 and Fig. 5.2).

2. The time-discrete impulse response of the matched filter follows as the time-reversed pulse
template: h𝑀𝐹 = [𝑠𝑡𝑥((𝑁𝑝 − 1) · 𝑇𝑠), 𝑠𝑡𝑥((𝑁𝑝 − 2) · 𝑇𝑠), ..., 𝑠𝑡𝑥(0 · 𝑇𝑠)] with 𝑇𝑠 defining
the sampling period, and 𝑁𝑝 = 𝑇𝑝/𝑇𝑠 the number of samples of the pulse. The output
of the matched filter y is computed as the discrete convolution (*) between the impulse
response of the matched filter h𝑀𝐹 and the observed CIR denoted as 𝑟

y = h𝑀𝐹 * 𝑟. (5.2)

3. Identify the sample corresponding to the maximum of the matched filter output y, indicat-
ing the index of the strongest path 𝑙𝑗 . The latter relates to the path delay with 𝜏𝑗 = 𝑙𝑗 · 𝑇𝑠

and to the path length with 𝑑𝑗 = 𝜏𝑗 · 𝑐, respectively.

4. To reduce complexity, instead of the least squares solution suggested in [51], the estimated
amplitude of the strongest path �̂�𝑗 is defined as the amplitude of y at sample 𝑙𝑗 .

5. The estimated neighbor response (�̂�𝑗𝑠𝑡𝑥(𝑡− 𝜏𝑗)) is subtracted from the observed signal 𝑟
(dashed orange line in Fig 5.2a). Fig. 5.2b shows the matched filter output of the remaining
signal after subtracting the strongest peak corresponding to the first neighbor response.

6. Repeat steps 2 to 5 with the remaining signal until 𝑁 − 1 strongest paths are detected.

7. Independently of their amplitude �̂�𝑗 , the responses defined by the parameters �̂�𝑗 and 𝜏𝑗 ,
respectively, are sorted in ascending order starting with the one of the closest neighbor.
Being 𝜏1 the path delay of responder 1, the distance of responder 𝑗 is estimated as:

𝑑𝑗 = 𝑑1 +
𝑐 · (𝜏𝑗 − 𝜏1)

2
. (5.3)

This algorithm allows to reliably detect the responses of all neighbors in the CIR and hence to
resolve the first open challenge of concurrent ranging. Additionally, in [66] we have shown that
the algorithm reliably detects responses from devices at similar distances, i.e., in the case of
overlapping responses. To this end, we compared the algorithm with a conventional threshold-
based algorithm as proposed by Falsi et al. [51]. The threshold-based algorithm compares the
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Figure 5.3: Pulse shape 𝑠(𝑖)𝑡𝑥 for different values of the TC_PGDELAY register. The x-axis marks
the sample, whilst the y-axis indicates the normalized amplitude. Adapted from [66].

CIR with a defined threshold. As soon as the first sample of the CIR crosses this threshold, the
maximum of the following 𝑁𝑝 samples, i.e., the pulse duration, is derived. This is repeated until
𝑁 − 1 peaks are detected. Both the proposed algorithm and the threshold-based one obtain a
reliable performance when the responses are well-separated. However, as soon as the responses
are overlapping due to a similar distance (and hence time of flight) of several responders, the
proposed algorithm outperforms threshold-based algorithms. Indeed, when placing two respon-
ders at the same distance 𝑑1 = 𝑑2 = 4𝑚, the threshold-based algorithm detects both responses
in only 48% of the tests, while the proposed algorithm is successful in 92.6% of the trials [66].

5.1.3 Encoding responder ID in the CIR using pulse shaping

To associate distance estimates to responders in concurrent ranging, it is required to encode the
ID of each responder in the channel impulse response. Indeed, the preamble used to estimate the
CIR consists of a fixed sequence of pulses independent of the responder (see Sect. 2.4) and hence
does not embed the identity of the sender. Thus, the responses of the neighbors derived from
the CIR do not contain any information allowing to associate the responses to the corresponding
neighbors. Consequently, distance estimations in a traditional concurrent ranging scheme are
anonymous. To solve this issue, we propose the concept of pulse shaping.
Pulse shaping. Up to now, the transmitted pulse shape 𝑠𝑡𝑥(𝑡) remained unchanged. Fig. 5.3a
shows the normalized pulse over the number of samples. In pulse shaping, instead, the transmit-
ted pulse is changed as a function of the responder ID. This allows to associate signal compo-
nents in the CIR to a responder. To this end, UWB radios provide the ability to change the shape
of the transmitted pulses. For instance, the 8-bit register TC_PGDELAY in the DW1000 allows
to regulate the width of the transmitted pulse. Typically, this is used to tune the output stage of
the transceiver to meet the spectrum mask (see Sect. 2.2) as changing the shape effectively alters
the output bandwidth [39]. While making the pulse narrower (i.e., increasing the bandwidth) is
not an option due to the regulatory spectral mask, making the pulse wider, instead, does not vio-
late the regulations. Fig. 5.3 exemplarily shows the pulse shape 𝑠

(𝑗)
𝑡𝑥 obtained when configuring

TC_PGDELAY with 0x93 (𝑠(1)𝑡𝑥 ), 0xC8 (𝑠(2)𝑡𝑥 ), 0xE6 (𝑠(3)𝑡𝑥 ), and 0xF0 (𝑠(4)𝑡𝑥 ), respectively. Note
that 0x93 corresponds to the employed default configuration hence 𝑠

(1)
𝑡𝑥 = 𝑠𝑡𝑥.
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Figure 5.4: Estimated CIR (a) and matched filter output (b) in the case of two responders at
𝑑1 = 4𝑚 and 𝑑2 = 10𝑚, respectively, replying with different pulse shapes. Adapted from [66].

Identifying pulse shapes. Fig. 5.4a depicts an estimated CIR when one neighbor at a distance
𝑑1 = 4𝑚 responds using the default pulse 𝑠

(1)
𝑡𝑥 (𝑡) (see Fig. 5.3a) and when a second neighbor

at a distance of 𝑑2 = 10𝑚 responds with a wider pulse 𝑠
(3)
𝑡𝑥 (𝑡) (see Fig. 5.3c). The different

transmitted pulses are evident in the CIR. Executing the algorithm described in Sect. 5.1.2 for
𝑁𝑃𝑆 = 3 different pulse templates 𝑠(𝑖)𝑡𝑥 (𝑡) (with 𝑖 ∈ {1, . . . , 𝑁𝑃𝑆}) results in the matched filter
outputs 𝑦𝑖(𝑡) illustrated in Fig. 5.4b. To detect the transmitted pulse shape of the responders
and hence their ID, the estimated amplitudes of the neighbor responses �̂�𝑗,𝑖 (with 𝑗 denoting the
number of the response) of all 𝑁𝑃𝑆 matched filter outputs 𝑦𝑖(𝑡) are compared. The pulse shape 𝑖
at which the amplitude �̂�𝑗,𝑖 is maximized, determines the pulse shape used by the responder [66].
Hence, in Fig. 5.4b, the first response corresponds to a transmitter employing the pulse template
𝑠
(1)
𝑡𝑥 (𝑡) (blue, solid) and the second to a responder using the pulse template 𝑠

(3)
𝑡𝑥 (𝑡) (purple, dot-

ted). In [66] we have shown that in 99.2% of the cases the responder was successfully detected
with 𝑁𝑃𝑆 = 3. Although in principle up to 108 concurrent responders are possible, for a higher
𝑁𝑃𝑆 the possibility of wrong classifications increases.

5.1.4 Mitigating the impact of multipath using response position modulation

As already discussed intensively throughout this thesis, in an indoor and multipath-rich envi-
ronment it is common to observe several strong multipath components. In case of blocked and
attenuated line-of-sight, the energy level of a received MPC might even exceed the energy of
the LOS component. Thus, this challenges the concurrent ranging scheme as it is delicate to
differentiate between a response from a neighbor and a dominant MPC from another responder.
Response position modulation. Using different pulse shapes as described in the previous sec-
tion possibly mitigates the impact of strong multipath components, however, the most effective
solution is to generally avoid that MPCs are overlapping with responses from other transmit-
ters. To this end, we propose a technique called response position modulation (RPM), which
separates the responses of the neighbors in the time domain (in addition to the separation due
to a different ToF), i.e., it modulates the position of the responses and hence the response de-
lay ∆𝑅 (see Fig. 5.1). Thus, we introduce a modulated response delay as ∆

′
𝑅 = ∆𝑅 + 𝛿𝑗 , where

𝛿𝑗 sets an additional individual delay for each responder 𝑗. Doing so reduces the probability
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of overlapping responses, as the latter are spread across the CIR estimate and are eventually
assigned to a slot separated by the delay 𝛿𝑗 . Due to limited size of the CIR register in UWB
transceivers, the separation of the responses and hence the number of slots spanned by the RPM
mechanism is finite. For instance, the CIR estimate provided by the Decawave DW1000 has a
length of 1016 samples with a sampling period of 𝑇𝑠 = 1.0016 ns. Thus, the maximum offset is
𝛿𝑚𝑎𝑥 ≈ 1017 ns, which relates to a maximum distance offset of 𝛿𝑚𝑎𝑥 ·𝑐 ≈ 307 m. Consequently,
knowing the maximum communication range and an estimate of the delay spread allows to de-
fine the number of non-overlapping responses fitting in the CIR register. In this thesis – since
the exploitation of the individual delay 𝛿𝑗 affects the concurrency of the neighbor responses –
we coin the term quasi-simultaneous responses instead of concurrent or simultaneous responses.

In Sect. 5.2, we will employ response position modulation to assign an individual delay 𝛿𝑗
to static anchors in a scalable indoor positioning system. Furthermore, we have shown in [66]
that a combination of pulse shaping (see Sect. 5.1.3) and response position modulation may be
used to increase the number of supported devices in the concurrent ranging scheme.

5.2 SnapLoc: From Concurrent Ranging to Scalable Positioning

The concept of concurrent ranging including the presented enhancements to make it applica-
ble in real-world environments allows an energy-efficient and fast distance estimation within a
network. Likewise, time-based positioning systems require time and distance estimates to mul-
tiple devices. Hence, within this section, we will utilize quasi-simultaneous responses to design
SnapLoc, a UWB-based, highly scalable, GPS-like positioning system allowing an unlimited
number of tags to self-localize at a theoretical position update rate of 2.3 kHz. To this end,
Sect. 5.2.1 discusses the limitations of existing time-based ranging techniques as well as concur-
rent ranging in terms of scalable positioning. Following, the design principles and inner working
mechanisms of SnapLoc allowing to overcome the limitations of current approaches as well as
the implementation details of SnapLoc on a low-cost UWB platform are described in Sect. 5.2.2.
Furthermore, Sect. 5.2.3 discusses the limited transmit timestamp resolution of off-the-shelf
transceivers and presents methods to overcome this constraint and to enable decimeter-accurate
position estimates. In Sect. 5.2.4, SnapLoc is evaluated in challenging indoor environments,
showing that SnapLoc exhibits a 90% and median error of 33.7 cm and 18.4 cm, respectively,
while preserving a high scalability and a high responsiveness.

5.2.1 Limitations of existing time-based positioning approaches

As discussed in the introduction of this chapter, most of the existing UWB-based positioning
solutions focus on accuracy, often disregarding properties such as multi-tag support and posi-
tion update rate [158]. Indeed, solutions based on two-way ranging do not scale in terms of tag
density due to a large message overhead and the use of scheduling techniques to avoid packet col-
lisions (Sect. 5.2.1.1). Positioning systems employing one-way ToA or TDoA, instead, require
a tight synchronization of the anchors (Sect. 5.2.1.2). Furthermore, even the concept of concur-
rent ranging as suggested in Sect. 5.1 still suffers from limitations hindering its application in an
indoor positioning system that allows to localize an unlimited number of tags (Sect. 5.2.1.3).
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5.2.1.1 Limitations of TWR-based approaches

In two-way ranging (TWR)-based positioning systems, mobile tags derive the distance to static
anchors in a sequential fashion, where each distance estimate demands multiple packet ex-
changes (see Sect. 2.3.3). Thus, this approach requires to allocate specific timeslots to each
tag in order to avoid packet collisions. Such scheduling and collision avoidance techniques –
which are incidentally also needed in the SALMA positioning system (see Chapter 4) – limit the
number of supported tags and hence the scalability. Furthermore, the multiple packet exchanges
per distance estimate result in a large communication overhead effectively decreasing the posi-
tion update rate [108] as well as increasing the tag’s radio-on time. The latter heavily affects the
tag’s energy consumption and thus its possible uptime in case of battery-powered tags. Addi-
tionally, sequentially estimating the distance to each anchor leads to inconsistent measurements
in mobile and highly-dynamic settings eventually limiting the achievable positioning accuracy.

5.2.1.2 Limitations of TDoA-based approaches

As in one-way ToA ranging only a single message is exchanged per distance estimate, a tight
clock synchronization between participating nodes is required (see Sect. 2.3.1). Exploiting the
time difference of arrival (TDoA) between multiple anchors rather than the absolute time of
flight, instead, relaxes the synchronization requirement at the tags (see Sect. 2.3.2). This sim-
plifies the system design and its applicability while still allowing one-way communication. In
case the tag initiates the position estimation by sending a broadcast message, in fact, only one
message per position estimate is required [161, 193]. The broadcast message is received by the
synchronized anchors, which compute the TDoA and estimate the tags’ position at a central po-
sitioning engine [162]. This is especially advantageous in tracking and monitoring applications,
where the tags do not necessarily need to know their own position (see Sect. 1.1.2). Whilst such
an approach allows to minimize the number of transmissions carried out by a tag, one still needs
to allocate specific timeslots to each tag in order to avoid collisions limiting the scalability of
the system. Letting the anchors initiate the position determination by sequentially broadcasting
a signal, instead, allows the tags to carry out passive self-localization without actively transmit-
ting packets [117]. However, this still requires a tight nanosecond-level synchronization between
anchors, which is challenging [223] and typically increases message overhead [193, 227]). Fur-
thermore, the anchors still send messages sequentially, which requires also the tag to correct the
tags’ clock skew due to the long reception phase of the sequential messages.

5.2.1.3 Limitations of concurrent ranging

Exploiting quasi-simultaneous responses in a concurrent ranging scheme as discussed in Sect. 5.1
could potentially counteract the limitations of TWR as well as TDoA-based approaches. This
is because it does not require any time synchronization between the participating nodes and
because it reduces the communication overhead to a minimum (as just a single transmit and
receive operation is required at the tag to estimate the distance to the anchors). However, it is
hardly applicable in a scalable positioning system as (i) the number of users is not unlimited due
to technical constraints, (ii) a high amount of payloads is lost when responders are located at
similar distances, and (iii) low-cost UWB transceivers limit the possible timestamp resolution.
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Concurrent ranging not fully scalable. The concept of pulse shaping presented in Sect. 5.1.3
to encode the responder ID in the estimated CIR allows to associate a distance estimate with
the corresponding transmitter. However, the concept is restricted to 108 pulse shapes and hence
concurrent responders. In practice, the limitation is even lower at around ten responders as
the pulse shape is highly influenced by distortions due to an imperfect communication channel
eventually leading to wrong classification of responders. On the other hand, the concept of
response position modulation presented in Sect. 5.1.4 is highly effective to mitigate the impact
of strong multipath components. However, the individual delay 𝛿𝑗 is assigned to mobile tags
and hence the number of supported users is also limited due to the finite size of the CIR register
in off-the-shelf UWB transceivers. Although combining RPM with pulse shaping as suggested
in [66] allows to support a reasonable number of tags, however, there number is still limited. In
SnapLoc, instead, one of the main design goals is to support an unlimited number of tags.
Corrupted timestamps due to packet collisions in SS-TWR. As illustrated in Fig. 5.1, concur-
rent ranging requires the estimation of the distance to the closest neighbor 𝑑1 using single-sided
two-way ranging. That is because the remaining distances derived from the CIR are related to
𝑑1 (see Eq. 5.3). Thus, concurrent ranging requires to reliably detect the timestamps included
in the payload of the closest neighbor’s RESP message (𝑡𝑟𝑥,1 and 𝑡𝑡𝑥,1 in Fig. 5.1). However,
the quasi-simultaneous responses might corrupt the payload of the closest neighbor, particularly
when one or more responders are located at similar distances, as we have demonstrated in [72].
Indeed, the measurements showed that even with just two responders placed at similar distance
to the initiator up to 60% of all packets and hence concurrent ranging attempts are corrupted.
Limited transmit timestamp resolution. In concurrent ranging all responders transmit a RESP
message after a predetermined delay ∆

′
𝑅 = ∆𝑅 + 𝛿𝑗 . To this end, we use the delayed trans-

mission feature of UWB transceivers such as the Decawave DW1000. It enables to set a future
timestamp at which the transceiver actually sends a message and hence allows to align a pre-set
timestamp with the real transmit timestamp and embed it in the message being transmitted (𝑡𝑡𝑥,𝑖
in Fig. 5.1). Unfortunately, low-cost transceivers hardly achieve the required transmit times-
tamp resolution when using the delayed transmission feature to achieve decimeter-level distance
estimations in concurrent ranging. Indeed, the DW1000 ignores the least significant 9 bits of
the timestamp, effectively limiting the transmission resolution to approximately 8 ns [39, p. 26].
This is not an issue in the classical single-sided two-way ranging scheme, as the real transmit
timestamp is anyway embedded in the message. However, this is not the case in concurrent
ranging since there is no possibility to derive the real transmission timestamp for the responses
acquired from the CIR estimate. Hence, this has a severe impact on the precision of concurrent
ranging as it negatively affects the concurrency of the RESP messages from the neighbors.

5.2.2 Design principles

SnapLoc counteracts the aforementioned limitations of concurrent ranging and applies a mod-
ification of the latter to a TDoA-based and anchor-initiated positioning system. This enables
that the system scales regardless of the tag density and without negatively impacting the sys-
tem performance (Sect. 5.2.2.1). By employing quasi-simultaneous responses from the anchors,
SnapLoc further rectifies the disadvantages of current TWR or TDoA based approaches. Indeed,
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Figure 5.5: Concurrent ranging applied in an anchor-based positioning system. The tag (𝑇 )
initiates a position estimation by broadcasting an INIT message to the simultaneously responding
static anchors (𝐴1...𝐴4). Taken from [72].

SnapLoc reduces the radio-on time at the tag to a single receive operation allowing the tags to
passively localize themselves requiring neither a tight synchronization of the anchors nor a clock
correction at the tag. To avoid misclassification of strong multipath components as dedicated an-
chor responses in the estimated CIR, we employ the response position modulation introduced in
Sect. 5.1.4 to assign an individual delay in the nanosecond range to each anchor (Sect. 5.2.2.2).
Following, Sect. 5.2.2.3 discusses the detection of the anchor responses within the CIR as well as
the estimation of the TDoA and, consequently, the position of the tags p(𝑖). Finally, Sect. 5.2.2.4
describes the implementation details of SnapLoc on a low-cost UWB platform.

5.2.2.1 Applying concurrent ranging in an anchor-based positioning system

Instead of estimating the distance between multiple mobile tags, in SnapLoc quasi-simultaneous
responses are employed to estimate the TDoA between multiple anchors by solely reading and
analyzing a single CIR estimate. Fig. 5.5 illustrates this concept with 𝑁 = 4 anchors 𝐴𝑗

(𝑗 = 1 . . . 𝑁 ) and one tag 𝑇 . The latter initiates a position estimation by broadcasting an INIT
message to all surrounding anchors (solid arrows), which simultaneously respond with a RESP
message after a constant delay ∆𝑅 (dashed arrows). The time offsets of the anchor responses
∆𝜏𝑖,𝑗 in the estimated channel impulse response contain information related to the position of
the tag, namely the TDoA between the anchors 𝐴𝑖 and 𝐴𝑗 (𝑖 ̸= 𝑗):

∆𝜏𝑖,𝑗 = 2 · (𝑡𝑗,𝑇 − 𝑡𝑖,𝑇 ). (5.4)

Consequently, the time difference of arrival ∆𝑡𝑖,𝑗 follows as:

∆𝑡𝑖,𝑗 = 𝑡𝑗,𝑇 − 𝑡𝑖,𝑇 =
∆𝜏𝑖,𝑗

2
. (5.5)
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Figure 5.6: In SnapLoc a reference anchor 𝐴𝑅 sends an INIT message, to which all surrounding
anchors (𝐴1...𝐴4) reply quasi-simultaneously with a RESP message. Adapted from [72].

Due to the exploitation of the TDoA instead of raw distance estimations, this approach removes
the need to carry out a SS-TWR exchange and hence to correctly receive the timestamps embed-
ded in the RESP message, which is one of the key limitations of concurrent ranging, as outlined
in Sect. 5.2.1.3. Thus, the tags can estimate the TDoA between multiple anchors using only
information contained in the CIR estimated from a single read operation.
Enabling the system to scale. The aforementioned approach allows the tag to initiate a position
estimation individually and aperiodically. However, this requires to actively transmit an INIT
message. Hence, in order to avoid collisions between sending tags, one would still need to
allocate specific timeslots to each tag. This decreases the scalability of the system, as described
in Sect. 5.2.1.2. Therefore, in SnapLoc we use an anchor-initiated approach in which one of
the anchors is selected to act as the initiator broadcasting the INIT message, as illustrated in
Fig. 5.6. This initiating anchor is referred to as reference anchor 𝐴𝑅 in the remainder of this
thesis. The key advantage of such an anchor-initiated TDoA approach is that the tag is not
actively involved in the communication and, thus, no scheduling of the transmission between
multiple tags is required. Hence, similar to GPS, this approach allows passive self-localization.
This also enables tags to remain anonymous and maximize their privacy, as well as to achieve a
constant system performance independent of the number of users exploiting the service.

5.2.2.2 Reusing response position modulation

The SnapLoc system consists of 𝑁 anchors placed at known positions a(𝑗) ∈ R3 (with 𝑗 =
1, . . . , 𝑁 ) to localize 𝑁𝑝 tags located at an unknown position p(𝑖) ∈ R3 (with 𝑖 = 1, . . . , 𝑁𝑝).
One of the anchors is selected as reference anchor 𝐴𝑅 to broadcast the INIT message, to which
the remaining 𝑁 − 1 anchors responds quasi-simultaneously1 (see Fig. 5.6). To avoid overlaps

1To reduce the number of anchors, in fact, 𝐴𝑅 could also respond with a RESP message to the INIT message.
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Figure 5.7: Using response position modulation by assigning an individual delay 𝛿𝑗 to each
anchor, the responses are well separated in the estimated CIR. Taken from [72].

of anchor responses and MPCs in the estimated CIR, we employ response position modulation,
as described in Sect. 5.1.4. To this end, an individual delay 𝛿𝑗 at each anchor is used to separate
the responses in time. Fig. 5.7 shows an estimated CIR when four anchors are responding quasi-
simultaneously. Although the first response exhibits strong MPCs, it is possible to distinguish
them from the remaining anchor responses due to the additional individual delay 𝛿𝑗 . Note that
in the concurrent ranging scheme presented in Sect 5.2.1.3 the individual delay 𝛿𝑗 is assigned to
mobile tags: this limits the number of users that can be supported and hence the scalability of the
system (see Sect. 5.2.1.3). In SnapLoc, instead, the individual delay is assigned to the anchors,
whose number is limited and typically remains constant over the service life. Still, due to the
limited length of the CIR register in common UWB transceivers, there is a trade-off between how
much the anchor responses can be separated and the number of supported anchors. In SnapLoc,
we assign each anchor the individual delay 𝛿𝑗 = (𝑗 − 1) · 𝛽, where 𝛽 represents the size of the
assigned slot and is set to 𝛽 = 128 ns. The latter relates to a distance offset of 𝛽 · 𝑐 ≈ 38.4 m.
Due to path- and reflection losses, this separation makes it unlikely that a strong MPC of an
earlier response interferes with the current response and allows to use up to eight anchors when
using the DW1000 transceiver (due to the maximum offset of 𝛿𝑚𝑎𝑥 ≈ 1017 ns, see Sect. 5.1.4).
In case the anchor density is insufficient, one can reduce 𝛽 to increase the number of supported
anchors, however, this is not advised in multipath-rich environments. Instead, similar to mobile
networks such as GSM, the area of operation can be divided in cells, where neighboring cells
are assigned to different channels, preamble codes, and/or time slots (see Chapter 6) [72].

5.2.2.3 Estimating response time, time difference of arrival, and position

As discussed in Sect. 5.2.2.1, SnapLoc employs an anchor-initiated approach, where a reference
anchor 𝐴𝑅 broadcasts the initialization message. The remaining anchors (marked as 𝐴1...𝐴4

in Fig. 5.6) respond quasi-simultaneously with a RESP message after a delay ∆𝑅 + 𝛿𝑗 (with
𝑗 = 1 . . . 4). A tag 𝑇 within the communication range of the anchors listens to the response
signals sent by the anchors and has to reliably detect the responses in the estimated channel
impulse response. To this end, the algorithm described in Sect. 5.1.2 might be exploited.
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Estimating response time. However, the modified search and subtract algorithm searches for
𝐾 strong MPCs in the entire CIR estimate. Instead, in SnapLoc we are interested in the first path
component of each slot defined by the individual delays 𝛿𝑖 (see Fig. 5.7). Thus, the threshold-
based algorithm is sufficient for this scenario. To this end, after upsampling the estimated CIR
and employing a matched filter, the first sample 𝑛𝑗 of each slot of the matched filter output
exceeding a given threshold 𝑆𝑡ℎ indicates the first path of each anchor response. The threshold
𝑆𝑡ℎ is set as the 10-fold power of the noise floor. Consequently, the estimated time difference of
the responses ∆𝜏𝑖,𝑗 is determined by ∆𝜏𝑖,𝑗 = (𝑛𝑗 − 𝑛𝑖) · (𝑇s/𝐿) with (𝑖 ̸= 𝑗) and 𝑇s denoting
the sampling period and 𝐿 the upsampling factor [72].
Estimating time difference of arrival. Similarly to the tag-initiated approach discussed in
Sect. 5.2.2.1, the responses in the estimated CIR encode information related to the time differ-
ence of arrival between the responding anchors. However, due to the anchor-initiated nature in
SnapLoc, the time difference ∆𝜏𝑖,𝑗 of the responses corresponding to 𝐴𝑖 and 𝐴𝑗 follow as [72]:

∆𝜏𝑖,𝑗 = (𝛿𝑗 − 𝛿𝑖) + (𝑡𝑅,𝑗 + 𝑡𝑗,𝑇 ) − (𝑡𝑅,𝑖 + 𝑡𝑖,𝑇 ). (5.6)

Given that the individual delays 𝛿𝑖 and 𝛿𝑗 as well as 𝑡𝑅,𝑖 and 𝑡𝑅,𝑗 (due to the static nature of the
anchors) are known, the TDoA ∆𝑡𝑖,𝑗 between the anchors 𝐴𝑖 and 𝐴𝑗 follows as:

∆𝑡𝑖,𝑗 = 𝑡𝑗,𝑇 − 𝑡𝑖,𝑇 = ∆𝜏𝑖,𝑗 − (𝛿𝑗 − 𝛿𝑖) − 𝑡𝑅,𝑗 + 𝑡𝑅,𝑖. (5.7)

Estimating position. After deriving the time difference of arrival ∆𝑡𝑖,𝑗 between the anchors
from the channel impulse response, the tags have acquired all the necessary information to es-
timate their unknown position p(𝑖) using TDoA multilateration [235]. To find the position p̂
minimizing the squared error of the observed TDoA estimates, we use an iterative quasi-Newton
method [175] with an initial position estimate chosen at the center of the room [72].

5.2.2.4 Implementation

We implement SnapLoc on the Decawave DWM1001 development board [40] and a self-made
low-cost UWB platform2. The latter is based on the DW1000 transceiver and the STM32
Nucleo-64 board, which employs a low-power ARM Cortex-M3 based STM32L152RE micro-
controller [14,72]. Every node uses an off-the-shelf omnidirectional UWB dipole antenna. Note
that the employed hardware highly influences the minimum response delay ∆𝑅,𝑚𝑖𝑛 at the an-
chors, i.e, the minimum time necessary to switch from receiving the INIT message to responding
with the RESP message. It is mainly defined by the SPI communication overhead and delays
introduced by the processing of a packet reception and transmission. Additionally, since the first
symbol of the physical layer header (PHR) determines the transmit timestamp [38], the mini-
mum applicable response delay ∆𝑅,𝑚𝑖𝑛 is influenced by the duration of PHR and payload of
the INIT message, as well as the duration of preamble and SFD of the RESP message. Overall,
this deterministic contribution to the minimum response delay ∆𝑅,𝑚𝑖𝑛 corresponds to a delay of
178.5𝜇s. In [72], we have evaluated the non-deterministic part, namely, the minimum switch-
ing time experimentally. It showed that the switching time is approximately 100𝜇s, however,

2https://github.com/BGWH/NetLoc
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when employing a constrained microcontroller with lower CPU and SPI speed, e.g., the self-
made UWB platform, the resulting minimum response delay increases to ∆𝑅,𝑚𝑖𝑛 ≈ 850𝜇𝑠.
This delay affects the position update rate achievable by SnapLoc, as shown in Sect. 5.2.4.2.
Furthermore, the longer response time also causes clock drifts at the anchors. Hence, to support
constrained devices and low-cost oscillators, we have presented in [72] an optional clock cor-
rection scheme for the anchors. We configure the DW1000 to use channel 4, i.e., a bandwidth of
900 MHz and a carrier frequency of 3.9936 GHz (see Table 3.1), maximum data rate (6.8 Mbps),
a pulse repetition frequency of 64 MHz, as well as a preamble symbol repetition of 128.

5.2.3 Improving timestamp resolution

To respond quasi-simultaneously at the anchors to the INIT message, we employ the delayed
transmission feature provided by the Decawave DW1000 transceiver. According to the common
response delay ∆𝑅 and the individual delay 𝛿𝑗 , it allows to set the timestamp at which the RESP
message is transmitted. Although the DW1000 transceiver represents receive (RX) and transmit
(TX) timestamps as 40-bit values with a resolution of 15.65 ps [38], it ignores the least significant
9-bits when performing delayed transmissions, as discussed in Sect. 5.2.1.3. This lowers the
effective transmission resolution from (theoretical) 15.65 ps to 4/(499.2 · 106) ≈ 8 ns. Without
correction, this transmission uncertainty results in a uniformly distributed and memoryless error
𝑒𝑇𝑋 ∼ 𝒰(−8𝑛𝑠 · 𝑐, 0) of the timestamps derived from the estimated CIR. Considering that an
error of 1 ns in the time domain results approximately in an error of 30 cm in the spatial domain,
it is evident that 𝑒𝑇𝑋 highly affects the positioning performance, as we show experimentally in
Sect. 5.2.4. Thus, to sustain a decimeter-level accuracy in SnapLoc, we propose two techniques
to improve the transmit timestamp resolution [72].
Wired correction. Since the DW1000 stores the timestamps as 40-bit values, the lost 9-bits are
known in the transceiver. Hence, the first correction method records the lost 9-bits at each anchor
and sends these correction values back via a wired backbone to the reference anchor 𝐴𝑅. This
method is referred to as wired correction or optimal correction as all missed bits are reproduced.
Alternatively, the correction values may also be transferred to the reference anchor 𝐴𝑅 via a
different wireless technology [185]. Following, 𝐴𝑅 broadcasts the missing transmit timestamp
information embedded in the next INIT message to all nearby tags to avoid additional messages.
The tags then correct the timestamps of the anchor responses derived from the previous channel
impulse response. Hence, this causes a delay by one initialization interval 𝑇𝑖𝑛𝑖𝑡. Due to the high
update rate of SnapLoc, this trade-off is tolerable, as discussed in Sect. 5.2.4.2.
Wireless correction. Since the wired correction method recovers all the missing 9-bits of the
transmit timestamp at each anchor, it is the optimal correction. However, it requires a backbone
network to send the correction values back to the reference anchor. Thus, to facilitate a fast and
simple setup of SnapLoc, we propose another technique to increase the timestamp resolution
that does not require a wired connection between the anchors and reference anchor. So far, the
reference anchor 𝐴𝑅 was used to trigger a position estimation by sending an INIT message and
afterwards may act as a regular anchor by responding to its own initialization message. In the
wireless correction scheme, instead, 𝐴𝑅 listens to the responses of the anchors and derives the
estimated CIR, similar to a regular tag. Consequently, from the perspective of the reference
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anchor, this behaves as a tag-initiated approach (see Sect. 5.2.2.1 and Fig. 5.5). Thus, according
to Eq. 5.5, the time difference of arrival between the anchors can be derived by analyzing the
estimated CIR. As the anchors are static and their positions are known beforehand, the estimated
distance information can be compared with the true values. Deviations of the estimated values
from the true values are treated as errors due to ignoring the least significant 9-bits of the transmit
timestamp. To recover the lost precision, we differentiate between the correction at anchor 𝐴1

and the remaining anchors. This is due to the fact that the response of anchor 𝐴1 corresponds to
the first peak in the CIR and is hence detected by the internal leading edge or first path detector
of the transceiver [39]. For the correction at anchor 𝐴1, we define the transmit error due to
the limited timestamp resolution 𝑒𝑇𝑋

𝐴1 as the difference between the true round trip time 𝑡𝑅𝑇
𝑅,1

between 𝐴1 and 𝐴𝑅 and the estimated one 𝑡𝑅𝑇
𝑅,1:

𝑒𝑇𝑋
𝐴1 = 𝑡𝑅𝑇

𝑅,1 − 𝑡𝑅𝑇
𝑅,1. (5.8)

The true round trip time 𝑡𝑅𝑇
𝑅,1 is defined by

𝑡𝑅𝑇
𝑅,1 = 2 · 𝑡𝑅,1 + ∆𝑅 + 𝛿1 + 2 · Θ𝑎, (5.9)

where 𝑡𝑅,1 is the time of flight between 𝐴𝑅 and 𝐴1, ∆𝑅 the common response delay for all
anchor nodes, 𝛿1 the individual delay of 𝐴1, and Θ𝑎 the antenna delay. The latter is required to
correct for delays introduced by the antenna, PCB, and internal and external components [39,
p.205 ff.]. We have determined Θ𝑎 experimentally for each type of used UWB platform [72].
The estimated round trip time 𝑡𝑅𝑇

𝑅,1 is defined as the difference of the receive timestamp 𝑡𝑅𝑋
𝑟𝑒𝑠𝑝,1

of 𝐴1’s RESP message and the transmit timestamp 𝑡𝑇𝑋
𝑖𝑛𝑖𝑡 of the INIT message at the reference

anchor. Therefore, the TX timestamp error of the first anchor 𝑒𝑇𝑋
𝐴1 follows as [72]:

𝑒𝑇𝑋
𝐴1 = (2 · 𝑡𝑅,1 + ∆𝑅 + 𝛿1 + 2 · Θ𝑎) − (𝑡𝑅𝑋

𝑟𝑒𝑠𝑝,1 − 𝑡𝑇𝑋
𝑖𝑛𝑖𝑡). (5.10)

The transmit timestamp error of the remaining anchors 𝑒𝑇𝑋
𝐴𝑗 (𝑗 = 2, . . . , 𝑁 ) is defined by the

true TDoA ∆𝑡𝑗,1 between the 𝑗th anchor 𝐴𝑗 and 𝐴1 and the one estimated from the CIR ∆𝑡𝑗,1:

𝑒𝑇𝑋
𝐴𝑗 = ∆𝑡𝑗,1 − ∆𝑡𝑗,1. (5.11)

The true time difference of arrival ∆𝑡𝑗,1 is derived from the known positions of the reference
anchor 𝐴𝑅 and the 𝑗th anchor 𝐴𝑗 , which follows as:

∆𝑡𝑗,1 = 𝑡𝑅,𝑗 − 𝑡𝑅,1 (5.12)

where 𝑡𝑅,𝑗 is the time of flight between 𝐴𝑅 and 𝐴𝑗 . The estimated TDoA ∆𝑡𝑗,1 is derived from
the CIR according to Eq. 5.5 and has to be corrected by the previously acquired transmit error
of the first anchor 𝑒𝑇𝑋

𝐴1 . Thus, the resulting error of the 𝑗th anchor 𝐴𝑗 is:

𝑒𝑇𝑋
𝐴𝑗 = (𝑡𝑅,𝑗 − 𝑡𝑅,1) − (∆𝑡𝑗,1 + 𝑒𝑇𝑋

𝐴1 ). (5.13)

The resolution of the error value 𝑒𝑇𝑋
𝐴𝑗 is restricted by the sampling period of the estimated CIR

𝑇s = 1.0016𝑛𝑠. Thus, 3-bits in the INIT message broadcasted by the reference anchor are
enough to represent the error correction value. Therefore, the overhead due to a longer packet
size is slightly shorter in the wireless correction method compared to the wired correction.
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(b) Room B

Figure 5.8: Evaluation setup: Two environments with 28 and 14 evaluation points, respectively,
four anchors (blue square) and a reference anchor (purple square). Adapted from [72].

5.2.4 Evaluation

We evaluate SnapLoc experimentally in the same challenging office environment as SALMA
(Room A, see Fig. 5.8a) as well as in a larger laboratory classroom (Room B, see Fig. 5.8b).
Sect. 5.2.4.1 describes the experimental setup in more detail. This is followed by an analysis
of the achievable position update rate and the energy efficiency in terms of over-the-air time
in Sect. 5.2.4.2. We then evaluate the performance of SnapLoc in Sect. 5.2.4.3, showing that it
can achieve decimeter-level positioning accuracy when employing quasi-simultaneous responses
and the proposed methods to improve the transmit timestamp resolution.

5.2.4.1 Experimental setup

The evaluation is performed in an office with a size of 5.2 × 6.03𝑚 ≈ 31.36𝑚2 (Room A,
see Fig. 5.8a) and a larger laboratory classroom with 6.05 × 10𝑚 = 60.5𝑚2 (Room B, see
Fig. 5.8b). Both rooms contain several scattering and reflecting objects such as monitors, desks,
and chairs. The reference anchor (purple square) and the other anchors (blue squares) are placed
on tripods at known static positions and at a height of 1.60 m, i.e., in the same 2D plane. All
evaluations are performed with only 𝑁 = 4 anchors in order to examine SnapLoc using minimal
infrastructure. The evaluation points (𝑁EP = 28 in Room A and 𝑁EP = 14 in Room B) are
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Figure 5.9: Mean position estimate (blue crosses) and standard deviation (black error ellipses)
for each evaluation point in Room A without correction of the transmit timestamp (a), with the
wireless correction (b), and with the wired correction (c). Adapted from [72].

randomly distributed in the rooms. At each evaluation point, 500 position estimates are observed.
The absolute error of each positioning trial is calculated as the Euclidean distance between the
position of the evaluation point pEP and the 𝑖th position estimate p̂𝑖.

5.2.4.2 Position update rate and efficiency

The simultaneous acquisition of the anchor signals within a single read operation and without
transmitting a packet allows tags in SnapLoc to minimize the radio-on time and hence the en-
ergy consumption. Indeed, acquiring the necessary information to self-localize a tag requires
only approximately 82.4𝜇J [72]. Besides a low energy consumption, quasi-simultaneously re-
sponding anchors also highly affect the achievable position update rate, as the latter relates to
the total time needed to provide the tag with the required information to estimate its position. In
SnapLoc, this total time consists of the duration of INIT and RESP messages, as well as the time
to switch between receive and transmit mode at the anchors. According to [72] and Sect. 5.2.2.4,
the switching time is approximately 100𝜇s when using the DW1000 evaluation modules and the
duration of the INIT and RESP message with the settings listed in Sect. 5.2.2.4 is roughly 334𝜇s.
Thus, deriving the information required to estimate the tag’s position takes only 434𝜇s overall.
Theoretically, this enables an update rate of more than 2.3 kHz for SnapLoc, without any re-
strictions on the number of tags. Even when using our self-made hardware with the constrained
microcontroller presented in [72], we still achieve an update rate of about 996 Hz. This should
be considered as an upper bound, as it ignores the execution time of the positioning algorithm
and the impact of the methods to improve the timestamp resolution.
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Figure 5.10: Performance of SnapLoc depending on the method used to correct the limited
transmit timestamp resolution in the two rooms used in our evaluation. Adapted from [72].

5.2.4.3 Positioning performance and effectiveness of TX uncertainty correction

We evaluate next the performance of SnapLoc in terms of positioning accuracy and precision, as
well as the effectiveness of the methods to overcome the limited transmit timestamp resolution
proposed in Sect. 5.2.3 in two different environments.
Effectiveness of TX uncertainty correction. The first evaluation of SnapLoc is performed in
a smaller office (see Fig. 5.8a) using 𝑁EP = 28 evaluation points. Fig. 5.9 shows the mean
(blue crosses) and the standard deviation (black error ellipses) for the 500 position estimates at
each evaluation point individually for the transmit timestamp correction methods presented in
Sect. 5.2.3. The mean indicates the estimation bias (distance to true position marked with red
crosses); the error ellipses, instead, give insights in the radial (facing the LOS) as well as the
tangential (perpendicular to the LOS) error. Fig 5.9a shows the performance of SnapLoc without
transmit timestamp correction. Fig 5.9b shows the performance of SnapLoc with the wireless
correction, whilst Fig. 5.9c illustrates it with the wired correction. As clearly indicated, the latter
performs best, as it recovers all the ignored 9-bits of the transmit timestamp at all anchors. The
wireless correction, instead, restores theoretically a time resolution of 15.56 ps for anchor 𝐴1 and
a resolution of 1 ns for the remaining anchors, thus, its performance is slightly worse compared
to the wired correction method. Without any correction, each of the transmit timestamps at the
anchors has a resolution of just 8 ns, which reduces the positioning precision, as illustrated by
the larger ellipses in Fig. 5.9a. Moreover, it is noticeable in Fig. 5.9b and Fig. 5.9c that the
evaluation points within a distance of 1.5 m to an anchor (𝐸𝑃 ∈ {1, 5, 24, 25, 26, 28}) perform
worse than those located further away from the anchors. This is due to the high signal strength
of the close anchor, which causes the CIR accumulation and register to saturate [72]. As the
amplitude of the other anchor responses remains relatively low, a correct response detection is
impaired. Thus, when deploying SnapLoc, a distance of at least 1.5 m between the tag and the
anchors should be maintained. This is anyway typically the case in indoor positioning systems,
as anchors are usually mounted close to the ceiling.
Overall positioning accuracy and precision. To derive statistically meaningful observations of
the overall performance of SnapLoc, we derive its accuracy and precision using the cumulative
distribution function (CDF) over the error Err𝑖 of all position estimates. Due to the saturation
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effects at tag positions close to the anchors, we have ignored the corresponding evaluation points
𝐸𝑃 ∈ {1, 5, 24, 25, 26, 28} for this analysis. Fig. 5.10a shows the CDFs depending on the used
method to correct the limited TX timestamp resolution. Without correction (dotted purple line),
a 90% error of 1.15 m and a median error of 0.68 m was achieved. Instead, the integration of
wireless correction allows to reduce the 90% error to 55.8 cm and the median error to 25.4 cm
(dashed orange line) and the wired correction even reaches a 90% error of just 33.7 cm and
a median error of 18.4 cm (solid blue line). Thus, by using the proposed correction methods,
SnapLoc achieves decimeter-level accuracy despite the limited transmit timestamp resolution of
8 ns and the CIR sampling period of about 1 ns.
Performance in larger rooms. To confirm the plausibility of the results in Room A and to show
that the performance of SnapLoc is not degrading in larger areas, we carry out an evaluation in
a laboratory classroom (see Fig. 5.8b) that is significantly larger than the previously employed
office room (31.36𝑚2 vs. 60.5𝑚2). Fig. 5.10b shows the CDF of all position estimates in the
𝑁EP = 14 evaluation points shown in Fig. 5.8b. Without using a transmit timestamp correction,
the 90% error is 1.30 m and the median error 0.73 m. The wireless correction reduces the 90%
error to 74 cm and the median error to 22.3 cm. With the wired correction or optimal correction,
SnapLoc achieves a median error of 17 cm and a 90% error of 35.2 cm. The slight differences
compared to the evaluation in Room A are mainly due to the presence of a few more outliers
with a position error above 0.5 m, as indicated in the longer tail in Fig. 5.10b. Still, the results are
consistent to the evaluation in Room A despite the use of a larger area. We can hence conclude
that SnapLoc is easily applicable to larger areas of operation. Additionally we have performed
in [72] an evaluation while moving the tag around freely: this shows that SnapLoc achieves
reasonable results also in dynamic conditions even without using any (tracking) filter on the
position estimates, such as a Kalman or particle filter.
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CHAPTER 6
Conclusions and Outlook

The fact that we spend up to 90% of the day in enclosed buildings and the highly increasing
number of connected devices emphasize the demand for an indoor equivalent to satellite-based
positioning systems to provide humans, robots, machines, and objects with seamless information
about their current position and status. Towards this goal, this thesis provides solutions and tech-
niques to provide robust, efficient, and scalable positioning information. We implement each of
these contributions on low-cost UWB platforms and evaluate them in real-world environments.

We first present a scheme to adapt UWB physical layer settings at runtime to provide robust
and energy-efficient UWB communication even in dynamic and harsh environmental conditions.
To this end, we characterize experimentally the impact of PHY settings on the performance of
UWB communication showing that one can gain up to 8 dB additional link margin. Combined
with measurements of the energy consumption, this allows the proposed adaptation scheme to
privilege PHY configurations in order to optimize link reliability at minimal energy costs. To
trigger parameter adaptations, we propose a UWB link state indicator providing the adaptation
algorithm with real-time information about the link quality. The link state indicator exploits the
estimated channel impulse response to derive the received signal strength and to extract relevant
information about the characteristics of the surrounding environment. Evaluations using the
Decawave DW1000 transceiver show the effectiveness of the adaptation scheme to maintain
reliable and efficient UWB communication laying the foundation for a robust indoor positioning
system, which requires to reliably share packets and timestamps.

Next, we exploit multipath information to cut down the required infrastructure of a UWB-
based indoor positioning system to a single physical anchor. Therefore, differently to state of
the art systems, not only the first path component of the CIR is exploited but also the position-
related information provided in the multipath components. The system called SALMA does not
need a time-consuming setup phase, prior calibration or training phase, instead, it solely requires
a floor plan and the position of the anchor to model the multipath propagation. Additionally, by
using directional UWB antennas, we exploit the angular domain of the MPCs and manage to
increase the robustness of SALMA against overlapping MPCs. Indeed, the evaluations show
that SALMA achieves a median position error below 8 cm and 90% of all position estimates
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exhibit an error below 20.17 cm. Even under obstructed LOS conditions, SALMA attains a
high positioning performance with a 90% error still below 30.7 cm. Thus, the exploitation of
multipath components allows to decrease the deployment effort and hence to increase the time-
and cost efficiency, while still allowing to sustain a high accuracy and precision.

Finally, the last contribution tackles the scalability property by presenting an energy-efficient
and fast ranging method followed by a scalable indoor positioning system. The concept of both
is similar to the presented multipath-assisted positioning, however, the significant components in
the estimated CIR do not originate from reflecting objects but rather from multiple distinct trans-
mitters, which intentionally inject signal components in the CIR estimate. Within this doctoral
thesis we exploit this concept to provide a practical solution for concurrent ranging to enable
an efficient distance estimation to multiple users in parallel. To this end, we first propose an
algorithm to reliably detect responses in the estimated CIR at runtime. Second, we introduce
novel techniques called pulse shaping and response position modulation to allow the association
of a distance estimate to an individual responder and to mitigate the impact of strong multipath
components on the response detection. Following, we apply the enhanced concept of concurrent
ranging to develop a highly scalable and responsive indoor positioning system named SnapLoc.
Instead of multiple mobile transmitters responding to an initialization message, the static anchor
nodes are responding quasi-simultaneously. This enables tags in the communication range to
acquire the necessary information to estimate their position within a single receive operation. In
contrast to classical TDoA-based systems, this avoids the necessity of a tight synchronization
of the anchors and correction of clock deviations at the tag. To overcome an intrinsic limita-
tion of low-cost UWB transceivers regarding their achievable transmit timestamp resolution, we
present correction techniques allowing to achieve decimeter-level positioning accuracy. Indeed,
SnapLoc achieves a 90% error of 33.4 cm and a median error of 18.4 cm at theoretical update
rates of up to 2.3 kHz and independent of the number of tags utilizing the positioning service.

Considering the initial thesis statement in Sect. 1.3, this doctoral thesis confirms that the
high time resolution and the channel information provided by UWB transceivers enables robust,
efficient, and scalable indoor positioning. Towards robustness, it is required to adapt to envi-
ronmental changes at runtime by gathering and analyzing the channel information. The latter
furthermore enables to employ virtual anchors instead of physical anchors by exploiting not just
the first path component, but, additionally, the position-related information contained in multi-
path components. Finally, towards scalability and high responsiveness of the positioning system,
we recommend to exploit quasi-simultaneous responses of multiple transmitters.

6.1 Future work

Although this doctoral thesis strives for robust, efficient, and scalable indoor positioning, still,
the presented work has a number of limitations and open issues, which might be tackled in future
work. We present these potential improvements of the thesis in this section.
Network-wide parameter adaptation. The PHY parameter adaptation presented in Chapter 3
is solely discussed in a single link setup and the current implementation considers only one
global PHY configuration corresponding to the worst link state in the network. This ensures that
all communication links achieve a minimum target link quality. However, in a large (multi-hop)
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network it is likely that some nodes experience a higher link quality than necessary, hence, the
system resources in terms of energy budget can be used more efficiently by employing local op-
timal PHY configurations. To this end, each node may maintain a neighbor table with individual
PHY settings for each communication link or one may divide the network in clusters, where the
latter use local PHY parameters satisfying the requirements of all members of the cluster. Fur-
thermore, we did not integrate the adaption scheme in one of the presented positioning systems.
Multipath-assisted quasi-simultaneous positioning. In SnapLoc, multiple anchors inject sig-
nal components in the estimated CIR of the tag, which in fact corresponds to a simultaneous
CIR estimation of multiple communication links, i.e., the ones between the tag and each re-
sponding anchor. This multipath information might be used to perform a NLOS or destructive
interference detection of multiple anchors by analyzing the CIR estimate acquired from a single
receive operation (see Sect. 3.2.2). In addition, one can combine the quasi-simultaneous posi-
tioning technique employed in SnapLoc (see Chapter 5) with the multipath assistance utilized
in SALMA (see Chapter 4). To this end, SnapLoc could provide coarse position estimates and
instead of employing a timestamp correction method (see Sect. 5.2.3), the refinement can be
done by SALMA with candidate points placed around the coarse position estimate and using the
redundant multipath information of multiple anchors. The use of SnapLoc for the coarse posi-
tion estimation allows to eliminate the need for a DS-TWR exchange in SALMA and, hence, to
allow passive self-localization with multipath assistance. Combining this with a more efficient
selection of candidate points for which the log-likelihood in Eq. 4.10 is evaluated, could further
speed up the execution time of the algorithm used in SALMA. Indeed, estimating the likelihood
of one candidate point in SALMA-full takes almost 1 ms in MATLAB [70]. Thus, reducing the
number of candidate points for which the likelihood function is evaluated, increases the position
update rate. This can be achieved by applying a gradient ascent algorithm to iteratively find
the candidate point with the maximum likelihood. Alternatively, dividing the area of interest in
grids and executing the likelihood function iteratively for one candidate point per grid likewise
enables to eliminate the need for a DS-TWR exchange in SALMA. However, both options still
require a floor plan, thus, in future we plan to design an efficient simultaneous localization and
mapping (SLAM) algorithm employing multipath assistance [60, 121] and to employ low-cost
radar systems to derive the floor plan automatically [64, 75].
Scalability in area. The focus of this doctoral thesis in terms of scalability is to support an
unlimited number of tags without performance degradation and, hence, to cope with the highly
increasing number of connected devices. However, the proposed concepts were solely evaluated
in single room setups, thus, neglecting their scalability in terms of area, i.e., to support multi-
room, multi-hop setups. To this end, similar to mobile communication standards such as GSM,
we recommend to divide the area of operation in cells and assign individual channels and pream-
ble codes to neighboring cells. In case the devices do not support multiple channels, we suggest
to assign cells to individual time slots. Mobile tags can listen to multiple cells and select the
one with the highest link quality. Periodically performing this quality check enables a handover
between different cells and, to configure and synchronize the cells, we recommend to perform
Glossy-like flooding [55]. Thus, we plan to extend SALMA and SnapLoc with multi-cell sup-
port and install and evaluate them in multi-room multi-level environments.
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Improve accuracy and precision of positioning systems. In this thesis, we aim to demonstrate
the raw capabilities of the presented techniques to improve robustness, efficiency, and scalability
of UWB indoor positioning by utilizing solely single-shot measurements. Combining these con-
cepts with other known techniques will improve the positioning performance even further. For
instance, one can extend the presented positioning systems with tracking filters such as Kalman
or particle filter to benefit from previous position estimates. Furthermore, fusing the positioning
algorithms with low-cost inertial measurement units would significantly improve the accuracy
and precision. This might also be achieved by enhancing the employed hardware. Indeed, im-
proving the directionality of the UWB antenna system and a higher number of antennas results
in a lower positioning error, as indicated in Sect. 4.6.2.2. Furthermore, we plan to evaluate the
positioning system in a more dynamic environment using drones and robots.
Combine concepts with AoA measurements. As indicated in the related work section of Chap-
ter 4, combining time-based positioning systems with AoA estimates is a common technique to
reduce the required infrastructure. Hence, we plan to work on UWB-based AoA estimation and
to strive after a multipath-assisted AoA positioning system using quasi-simultaneous responses.

84



APPENDIX A
IEEE 802.15.4f and IEEE 802.15.4z

A.1 LRP UWB PHY specification (based on IEEE 802.15.4f)

Besides the HRP UWB PHY described in Sect. 2.2.2.1, the IEEE 802.15.4-2015 standard en-
compasses a second physical layer definition related to ultra-wideband communications, namely,
low-rate pulse repetition frequency (LRP) PHY [95]. The latter was originally published in 2012
as part of the IEEE 802.15.4f standard to support autonomous active RFID systems [94]. Similar
to HRP, LRP UWB uses an impulse radio signal scheme, but there are significant differences
in the band allocation and modulation. First, the standard specifies only three channels cov-
ering the frequency range from 6.2896 GHz to 9.1856 GHz. Second, depending on the mode,
the modulation used is on-off keying (OOK), i.e., the presence/absence of pulses, or pulse po-
sition modulation (PPM), i.e., the information is encoded in the position of the pulses. Three
modes are supported, which differ in terms of robustness and data rate. The highest data rate
of 1 Mbps is provided in the base mode, where each symbol carries one bit of information and
the PRF is 1 MHz. As suggested by the name, the significantly lower PRF depicts one of the
main differences between LRP and HRP UWB. In the extended mode the data rate is reduced to
250 kbps and a 1/4 convolutional code is implemented to increase the robustness. However, the
highest robustness and sensitivity is achieved in the long-range mode by employing 64 pulses
per symbol and, in contrast to the other modes, this mode employs pulse position modulation
instead of on-off keying. Similar to HRP, the synchronization header is divided into a preamble
and a SFD consisting of a continuous stream of pulses and a fixed sequence of 16 bits, respec-
tively. Optionally, all modes can append a location-enhancing information postamble (LEIP) to
the transmitted packet consisting of a sequence of pulses. The purpose of the LEIP is to enhance
ranging performance [18, 94]. In terms of security, proponents of the LRP UWB PHY claim
that, in contrast to HRP, secure ranging with LRP UWB is provable [1, 122].
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A.2 IEEE 802.15.4z draft standard

Although fundamental research on UWB was performed in the 1990s and early 2000s, it lasted
more than a decade until the final breakthrough of UWB technology. To this end, one of the
main driving applications is in the automotive domain to avoid relay attacks in car access sys-
tems [192]. The latter exploit the vulnerability of passive keyless entry systems, which allow the
driver to enter the car and start the engine while keeping the keys in the pocket. One criminal
stays close to the key fob, e.g., outside of the driver’s home, and relays the signal from the key
fob to another criminal positioned close to the car. This misleads the car into thinking that the
driver and key are present, unlocks the car and allows to start the engine [15]. To combat this
relay theft, UWB technology is utilized, as it allows to precisely estimate the distance of the
vehicle and key fob. In the event of a relay attack, the car will note that the key fob is not in the
vicinity and, hence, will not allow to open the car and start the engine [44]. Supporting afore-
said use cases requires the adaptation of the UWB standards to improve the integrity, efficiency,
and accuracy of existing range measurement methods as well as enhancing the MAC support
for ranging procedures. For this purpose, a new task group was formed working on the IEEE
802.15.4z amendment [96]. At the time of writing, the standard is still in a draft status [91].
However, parts of the final standard are already becoming apparent such as the scrambled times-
tamp sequence (STS). The latter is a cryptographically generated sequence of pulses inserted
into the PHY frame of HRP UWB devices. A receiver knowing the correct seed will then gen-
erate its own sequence and cross correlate it with the received one. This enables the estimation
of a CIR used to detect malicious attacks and thus to increase the integrity of the message [171].
For LRP-based devices, authenticated ranging is achieved with a technique called distance com-
mitment, which instructs the receiver to decode the data only during short periods related to
the earliest detected path [96]. If an attacker would pretend a shorter distance by sending the
preamble earlier, the receiver would detect that due to the random demodulated data [195].
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APPENDIX B
Impact of clock variations in TWR

This appendix continues the discussion about two-way ToA ranging in Sect. 2.3.3 by analyzing
the uncertainty of distance estimates in SS-TWR and DS-TWR due to clock variations.

B.1 Clock variations in SS-TWR

The individual clock drift of the initiator 𝑒𝑖 and responder 𝑒𝑟, respectively, causes a ToF estima-
tion error 𝜖𝑐,𝑠𝑠. The latter is defined in SS-TWR as following (if other error sources than clock
drift are ignored) and with 𝜏𝑓,𝑠𝑠 being the estimated time of flight according to Eq. 2.6 [167]:

𝜖𝑐,𝑠𝑠 = 𝜏𝑓,𝑠𝑠 − 𝜏𝑓,𝑠𝑠 =
1

2
(𝑇𝑟𝑜𝑢𝑛𝑑 − 𝑇𝑟𝑒𝑝𝑙𝑦) − 1

2
(𝑇𝑟𝑜𝑢𝑛𝑑 − 𝑇𝑟𝑒𝑝𝑙𝑦)

=
1

2
[𝑇𝑟𝑜𝑢𝑛𝑑(1 + 𝑒𝑖) − 𝑇𝑟𝑒𝑝𝑙𝑦(1 + 𝑒𝑟) − 𝑇𝑟𝑜𝑢𝑛𝑑 + 𝑇𝑟𝑒𝑝𝑙𝑦)]

=
1

2
(𝑒𝑖𝑇𝑟𝑜𝑢𝑛𝑑 − 𝑒𝑟𝑇𝑟𝑒𝑝𝑙𝑦).

(B.1)

Replacing 𝑇𝑟𝑜𝑢𝑛𝑑 = 2𝜏𝑓,𝑠𝑠 + 𝑇𝑟𝑒𝑝𝑙𝑦 according to Eq. 2.6 yields

𝜖𝑐,𝑠𝑠 =
1

2
(𝑒𝑖 · (2 · 𝜏𝑓,𝑠𝑠 + 𝑇𝑟𝑒𝑝𝑙𝑦) − 𝑒𝑟 · 𝑇𝑟𝑒𝑝𝑙𝑦)

= 𝑒𝑖𝜏𝑓,𝑠𝑠 +
1

2
[𝑇𝑟𝑒𝑝𝑙𝑦(𝑒𝑖 − 𝑒𝑟)].

(B.2)

Thus, the reply time 𝑇𝑟𝑒𝑝𝑙𝑦 is the dominant factor of the distance estimation error caused by clock
drifts. 𝑇𝑟𝑒𝑝𝑙𝑦 is determined by the packet length as well as the processing speed of the responder
and can be in the order of milliseconds, causing estimation errors of several meters [144].

B.2 Clock variations in DS-TWR

In double-sided two-way ranging, a second round-trip time measurement is employed, which
affects the ranging uncertainty due to clock variations. Again, assuming that the frequency
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clock drift is the dominant error source and given the definition of the true time of flight 𝜏𝑓,𝑑𝑠 in
Eq. 2.8, the estimated time of flight 𝜏𝑓,𝑑𝑠 follows as [99]:

𝜏𝑓,𝑑𝑠 =
1

4
[(𝑇𝑟𝑜𝑢𝑛𝑑,𝑖 − 𝑇𝑟𝑒𝑝𝑙𝑦,𝑖)(1 + 𝑒𝑖) + (𝑇𝑟𝑜𝑢𝑛𝑑,𝑟 − 𝑇𝑟𝑒𝑝𝑙𝑦,𝑟)(1 + 𝑒𝑟)]

= 𝜏𝑓,𝑑𝑠 +
1

4
[(𝑇𝑟𝑜𝑢𝑛𝑑,𝑖 − 𝑇𝑟𝑒𝑝𝑙𝑦,𝑖)𝑒𝑖 + (𝑇𝑟𝑜𝑢𝑛𝑑,𝑟 − 𝑇𝑟𝑒𝑝𝑙𝑦,𝑟)𝑒𝑟].

(B.3)

From Eq. 2.8 and Eq. B.3, the ToF estimation error 𝜖𝑐,𝑑𝑠 follows as:

𝜖𝑐,𝑑𝑠 = 𝜏𝑓,𝑑𝑠 − 𝜏𝑓,𝑑𝑠 =
1

4
[(𝑇𝑟𝑜𝑢𝑛𝑑,𝑖 − 𝑇𝑟𝑒𝑝𝑙𝑦,𝑖)𝑒𝑖 + (𝑇𝑟𝑜𝑢𝑛𝑑,𝑟 − 𝑇𝑟𝑒𝑝𝑙𝑦,𝑟)𝑒𝑟]. (B.4)

According to Eq. 2.7, 𝑇𝑟𝑜𝑢𝑛𝑑,𝑖 = 2𝜏𝑓,𝑑𝑠 +𝑇𝑟𝑒𝑝𝑙𝑦,𝑟 and 𝑇𝑟𝑜𝑢𝑛𝑑,𝑟 = 2𝜏𝑓,𝑑𝑠 +𝑇𝑟𝑒𝑝𝑙𝑦,𝑖, which yields

𝜖𝑐,𝑑𝑠 =
1

2
𝜏𝑓,𝑑𝑠(𝑒𝑖 + 𝑒𝑟) +

1

4
[(𝑇𝑟𝑒𝑝𝑙𝑦,𝑟 − 𝑇𝑟𝑒𝑝𝑙𝑦,𝑖)(𝑒𝑖 − 𝑒𝑟)]. (B.5)

Therefore, the estimation error due to clock drifts 𝜖𝑐,𝑑𝑠 is minimal when the reply times at initia-
tor and responder, respectively, are equal. Hence, the impact of clock drifts on the ToF estimation
error is significantly reduced when using an additional message compared to SS-TWR. As dis-
cussed in Sect. 2.3.3, Neirynck et al. [144] proposed an alternative approach to estimate the time
of flight 𝜏𝑓,𝑑𝑠 (see Eq. 2.10). In the approach named asymmetric DS-TWR, the estimated ToF
𝜏𝑓,𝑑𝑠 under the assumption of clock drift as the main error source follows as:

𝜏𝑓,𝑑𝑠 =
𝑘𝑖𝑇𝑟𝑜𝑢𝑛𝑑,𝑖𝑘𝑟𝑇𝑟𝑜𝑢𝑛𝑑,𝑟 − 𝑘𝑖𝑇𝑟𝑒𝑝𝑙𝑦,𝑖𝑘𝑟𝑇𝑟𝑒𝑝𝑙𝑦,𝑟

2𝑘𝑖(𝑇𝑟𝑜𝑢𝑛𝑑,𝑖 + 𝑇𝑟𝑒𝑝𝑙𝑦,𝑖)

= 𝑘𝑖𝜏𝑓,𝑑𝑠,

(B.6)

where 𝑘𝑖 = (1+𝑒𝑖) and 𝑘𝑟 = (1+𝑒𝑟). Thus, the resulting estimation error 𝜖𝑐,𝑑𝑠 = 𝜏𝑓,𝑑𝑠−𝜏𝑓,𝑑𝑠 =
𝑘𝑖𝜏𝑓,𝑑𝑠 − 𝜏𝑓,𝑑𝑠 = 𝑒𝑖𝜏𝑓,𝑑𝑠 solely depends on the ToF and not on the reply times.
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Paper A

B. Großwindhager, C.A. Boano, M. Rath, and K. Römer. Enabling Runtime Adaptation
of Physical Layer Settings for Dependable UWB Communications. In Proceedings of the
19th IEEE International Symposium on a World of Wireless, Mobile, and Multimedia Networks
(WoWMoM’18), pages 01–11, Crete, Greece. June 2018.

c○2018 IEEE
ISBN: 978-1-5386-4725-7
DOI: 10.1109/WoWMoM.2018.8449776
Link: https://ieeexplore.ieee.org/document/8449776

Abstract. Ultra-wideband (UWB) technology is increasingly used to build location-aware IoT
applications because of its outstanding positioning accuracy. Its communication performance,
however, is unexplored and strongly affected by the chosen physical layer settings as well as by
the surrounding environment. Finding an effective way to increase the dependability of UWB
communications is yet an open problem. In this paper, we study the performance of different
UWB physical layer settings and use them as tuning knobs to increase the energy efficiency and
robustness of communications. Towards this goal, we first experimentally quantify the reliability
and energy cost of each setting, in order to understand which physical layer configuration to
privilege depending on the application requirements. We then use the estimated channel impulse
response – a unique feature of UWB transceivers – to accurately measure the link quality and
to extract relevant information about the characteristics of the surrounding environment, such as
the presence of destructive interference. Capitalizing on this information, we design a scheme
that adapts the UWB physical layer settings at runtime. An experimental evaluation using the
Decawave DW1000 radio shows the effectiveness of the proposed adaptive scheme, highlighting
the increased communication robustness and energy efficiency.

My contribution. I am the main author of this publication and developed the ideas to exploit
the channel impulse response to optimize the robustness and energy efficiency of UWB commu-
nication at runtime. I have implemented all the software and algorithms and, furthermore, I have
carried out all the experiments including the PHY parameter characterization and the evaluation.
Carlo Boano helped me significantly in writing and structuring the paper and with Michael Rath
I had several fruitful technical discussions. I presented the paper at WoWMoM’18.
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Abstract—Ultra-wideband (UWB) technology is increasingly
used to build location-aware IoT applications because of its out-
standing positioning accuracy. Its communication performance,
however, is unexplored and strongly affected by the chosen
physical layer settings as well as by the surrounding environment.
Finding an effective way to increase the dependability of UWB
communications is yet an open problem. In this paper, we study
the performance of different UWB physical layer settings and
use them as tuning knobs to increase the energy efficiency
and robustness of communications. Towards this goal, we first
experimentally quantify the reliability and energy cost of each
setting, in order to understand which physical layer configuration
to privilege depending on the application requirements. We then
use the estimated channel impulse response – a unique feature
of UWB transceivers – to accurately measure the link quality
and to extract relevant information about the characteristics of
the surrounding environment, such as the presence of destructive
interference. Capitalizing on this information, we design a scheme
that adapts the UWB physical layer settings at runtime. An
experimental evaluation using the Decawave DW1000 radio shows
the effectiveness of the proposed adaptive scheme, highlighting
the increased communication robustness and energy efficiency.

I. INTRODUCTION

Ultra-wideband (UWB) radio transceivers spread the signal
power over a much wider bandwidth than traditional narrow-
band IoT technologies. This results in beneficial properties
such as a high immunity to multipath fading [1], [2], a high
data throughput [3], as well as a very good time-domain reso-
lution allowing for accurate localization and tracking [4], [5].

Especially the possibility to achieve a localization accuracy
at the centimeter level in scenarios with limited global navi-
gation satellite system reception has attracted the attention of
the research community [3], [6]. A large body of work has
indeed produced complex algorithms to maximize the ranging
accuracy indoors [7] for example, by using channel informa-
tion and exploiting multipath reflections [8], or by combining
inertial sensors and time of arrival measurements [9].
UWB communication performance still unexplored. The com-
munity, however, has not yet investigated in depth the com-
munication performance of UWB, nor tried to build robust
and highly-available IoT applications using UWB. Studying
and maximizing the energy efficiency and reliability of UWB
communications is still a necessity and a long-due step for two
main reasons. First, to fully exploit the outstanding positioning
accuracy of UWB and build location-aware applications such
as assisted living [10], medical monitoring [11], and drone
or robot navigation [12], [13], robust communication links

are necessary in order to reliably acquire and share the
timestamps needed to carry out time-based location estimation.
Second, UWB radios are more energy-hungry than common
narrowband IoT transceivers such as BLE [14]. As a result,
UWB-based localization systems are typically more efficient
when using a separate transceiver for communication [15].
The role of UWB physical settings. Ultra-wideband is fun-
damentally different in nature from other IoT technologies.
Besides the use of channels with a much higher bandwidth, in
UWB one can configure several physical layer (PHY) settings
that drastically affect the radio sensitivity and power con-
sumption. This is different from narrowband IEEE 802.15.4
systems, where most of the knobs to tune the energy efficiency
and robustness of communications are at the MAC layer, e.g.,
duty cycle [16], clear channel assessment threshold [17], and
backoff times [18]. Moreover, whilst in common narrowband
transceivers one can tune the transmission power to reduce
energy consumption or to increase communication range, this
is not easily possible with UWB radios, due to the restric-
tive transmit power regulations. Unfortunately, the research
community has not yet characterized how PHY settings affect
the performance of UWB communications – as opposed to
the large body of work studying the role of PHY settings for
narrowband IoT technologies such as LoRa [19], [20].
The need for runtime adaptation. Shedding light on the
selection of PHY settings in low-cost UWB radios is hence a
first necessary step to expose tuning knobs that can be used to
control and to ultimately increase the energy efficiency and ro-
bustness of UWB communications. Such tuning knobs would
be especially useful to dynamically react to the fluctuations
in communication performance triggered by the mobility of
UWB nodes. To date UWB systems make use of static PHY
settings, i.e., hardcoded physical layer parameters that remain
constant over time, which makes them incapable to sustain an
enduring high packet delivery rate [13] and unable to cope
with changes in the surrounding environment.
The role of the environment. Even though UWB has a high im-
munity to multipath fading and is more robust to interference
than most narrowband technologies [3], its performance is still
strongly affected by varying environmental conditions, such
as the existence of obstacles limiting the line-of-sight and the
presence of destructive interference. A detailed understanding
of the characteristics of the surrounding environment and the
ability to assess the quality of a wireless link, would be
valuable to maximize the reliability of UWB transmissions.978-1-5386-4725-7/18/$31.00 c©2018 IEEE
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Estimating the link quality. The body of work on link quality
estimation for UWB-based systems is, however, quite limited,
and the information that can be retrieved from UWB radios
is significantly different from the one that has been largely
studied in narrowband IoT technologies [21]. Among others,
conventional energy detection methods are not available on
UWB transceivers due to the low power spectral density [22].
Furthermore, how to make use of physical layer information
that is specific to UWB transceivers (such as the estimated
channel impulse response) to estimate the link quality or to
characterize the surrounding environment has not yet been
thoroughly investigated by the research community.

Contributions. In this paper we first carry out a comprehen-
sive study of the performance of low-cost UWB transceivers
as a function of different PHY settings. Our experimental
evaluation reveals that by tuning, among others, pulse repe-
tition frequency, data rate, bandwidth, and carrier frequency,
one can increase the radio sensitivity by up to 8 dB – a
value sufficient to transform a useless link into one able to
sustain a high delivery rate. We then quantify the energy
consumption of different PHY configurations and highlight
which change of settings to privilege in order to obtain an
increase in communication robustness at minimal energy costs.

Second, we analyze the PHY information that can be
derived from off-the-shelf UWB transceivers and study how it
can be used to (i) accurately estimate the link quality, as well
as to (ii) extract information about the characteristics of the
surrounding environment, in order to guide a better selection of
PHY settings. In this regard, our investigation has shown that
the estimation of channel impulse response (CIR) measured by
UWB radios can be used, among others, to detect the presence
of destructive interference. We use this information, combined
with the received signal power derived from the estimated CIR,
to build a robust link state indicator for UWB systems.

Third, we show that such link state indication can be
obtained even in absence of a complete packet reception. The
estimated CIR is indeed extracted only from the preamble of a
UWB packet, and we experimentally show that a preamble can
still be fully decoded even when the SNR is 12 dB lower than
the one necessary to decode the payload. This can be explained
with the different modulation scheme used to encode preamble
and payload – another key feature of UWB radios.

Finally, we make use of all aforementioned results to
design an adaptive scheme that derives an optimal set of
PHY settings at runtime based on the estimated link quality,
the characteristics of the surrounding environment, and the
application requirements. Among others, our adaptation logic
exploits the fact that some of the changes in UWB PHY
settings do not require prior agreement among sender and
receiver, and makes use of acknowledgement (ACK) messages
consisting of just a preamble, hence exploiting the more robust
modulation scheme of the preamble to eliminate the problem
of asymmetric links.

An experimental evaluation using the Decawave DW1000
radio shows the increased communication robustness and
energy efficiency when using our adaptation scheme.

In summary, this paper makes the following contributions:
• We characterize the performance of UWB transceivers

as a function of different physical layer settings and
experimentally quantify their impact on the reliability and
energy efficiency of communications (Sect. III);

• We use physical layer information to estimate the link
quality and to characterize the surrounding environment
also in absence of a complete packet reception (Sect. IV);

• We design a scheme to adapt the PHY settings of UWB
radios at runtime (Sect. V), and evaluate experimentally
the increased robustness and energy efficiency (Sect. VI).

II. DEMISTIFYING UWB TECHNOLOGY

Ultra-wideband radios spread the signal power over a much
wider bandwidth (≥ 500 MHz) than traditional narrowband
IoT technologies such as BLE and LoRa, yielding an ex-
tremely low power spectral density and, as a consequence,
reducing interference to other wireless systems.

Besides the higher bandwidth, the UWB PHY for low-
rate wireless personal area networks formalized in 2007 by
the IEEE 802.15.4 working group is fundamentally differ-
ent from its narrowband counterpart. We describe next the
main differences, namely: the employed modulation schemes
(Sect. II-A), the configurable physical settings (Sect. II-B), the
international regulations on the radiated power (Sect. II-C), as
well as the information that can be extracted from the channel
(Sect. II-D). We finally show that, despite its robustness and
higher immunity to multipath fading, UWB communications
may experience overlapping multipath components and suffer
from destructive interference (Sect. II-E).

A. Different Modulation Schemes
Devices communicating using the IEEE 802.15.4 UWB

standard use two different modulation schemes. A UWB frame
consists indeed of two main blocks: a synchronization header
(SHR), and a data portion consisting of a physical layer header
(PHR) and a payload, as illustrated in Fig. 1. The SHR is
sent using single pulse modulation, i.e., it consists of single
pulses of fixed duration tp = 1/fp, where fp corresponds
to the highest frequency at which standard-compliant UWB
transceivers are allowed to transmit pulses (499.2 MHz). The
data portion is sent as bursts using BPM/BPSK modulation,
i.e., the information is encoded in the position of the burst
(burst position modulation or BPM) and in the phase of the
burst (binary-phase shift keying or BPSK). We will show
in Sect. III-B how the SHR and the data portion exhibit a
different robustness due to the diverse modulation schemes.

B. Configurable PHY Settings
Synchronization header settings. The SHR is composed of a
preamble (used for signal detection as well as frame synchro-
nization) and a start-of-frame delimiter (SFD). The SFD marks
the end of the preamble and indicates that the receiver has to
switch to BPM/BPSK modulation to receive the data portion.
The length of the SFD depends on the data rate of the payload:
it contains 64 preamble symbols if the latter is sent at 110 kbps
(the lowest data rate available), whilst it contains 8 preamble
symbols for any other data rate used.
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tps = N · tp = N / fp(N depending on PRF)

tp=1/fp

PreambleSymbol PS1
...

Preamble
16||, 64, 128*, 256*, 412*, 1024, 1536*, 2048*, or 4096 symbols

coded at the base rate

Synchronization header (SHR)

SFD
8, 16*, or 64 symbols

PHR
19 bits

Payload
Up to 127 or 1023* coded octets

coded at rate defined in PHRcoded at850 or 110 kbps

PS2 PSPSR

tpsr = PSR · tps

SHR consist of single pulses
(single pulse modulation)

Data portion sent as bursts
(BPM / BPSK modulation)

Data portion

Single 
pulse

1          2         3          4       ….   N -2     N -1 N

Fig. 1. UWB PHY frame structure according to the IEEE 802.15.4 stan-
dard. Settings marked with * are also available in the Decawave DW1000
transceiver, whilst the ones marked with || are not supported [23].

The duration of an SHR depends on two tunable settings: the
pulse repetition frequency (PRF) and the number of preamble
symbol repetitions (PSR). One preamble symbol consists of N
time intervals in which either a positive, negative, or no pulse
is sent. N depends on the PRF, which defines the number of
transmitted pulses within a certain period: N is 496 or 508 for
a PRF of 16 and 64 MHz, respectively. The resulting duration
of a preamble symbol is tps= N/fp. The number of preamble
symbols sent is defined by the PSR, which directly affects the
duration of a frame (due to the higher preamble duration tpsr)
and hence the radio’s energy expenditure (see Sect. III-C).

Data portion settings. The robustness with which a data
portion can be received depends, among others, on the data
rate. Lowering the latter increases the likelihood to sustain a
more reliable link, as we show experimentally in Sect. III-C.

The physical header is 19 bits long and contains the length
of the payload and the data rate used to transmit it. It is
sent at 110 kbps if the payload is also sent at 110 kbps (the
lowest data rate available), whilst it is sent at 850 kbps for
any other data rate used to transmit the payload. This implies
that a transmitter can change the data rate of the payload (for
example from 850 kbps to 6.8 Mbps) without the necessity
of a prior agreement with a receiver node. We will use this
feature in our runtime adaptation scheme described in Sect. V.

C. UWB Frequencies and Emission Limits
The IEEE 802.15.4 standard dictates which frequencies

should be used for communications and specifies that the
maximum transmit power shall conform with local regulations.
Diversification of channels. The IEEE 802.15.4 UWB PHY
allocates frequencies in three ranges: below 1 GHz, between
3 and 5 GHz, and between 6 and 10 GHz. Within these three
bands, the standard suggests 16 different channels for UWB,
out of which twelve support a bandwidth of 500 MHz and four
make use of an increased bandwidth of up to 1331.2 MHz.
Channels with a higher bandwidth can be used to increase the
robustness of wireless links, as we will illustrate in Sect. III.
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Fig. 2. Estimated channel impulse response obtained from a Decawave
DW1000 in an indoor environment. The LOS component is marked with a
dashed green line and significant multipath components with dotted red lines.

Restrictive power regulations. The transmission power of
UWB communications is severely constrained by the Fed-
eral Communications Commission (FCC) and International
Telecommunication Union Radiocommunication Sector regu-
lations1. As a result, the bandwidth and the mean power of
a UWB transmitter need to be individually calibrated and
tuned so that the spectrum fits the regulatory mask. This
requires expensive measurement tools and time-consuming
calibration. Furthermore, tuning these settings affects impor-
tant ranging parameters such as the transmit and receive
antenna delays [26], [27]. This hinders the adjustment of trans-
mission power at runtime as often carried out with narrowband
IEEE 802.15.4 devices [28].

D. Available Channel Information
Narrowband radios typically provide hardware indicators

(capturing the energy of the received signal or the chip error
rate) that are often used to estimate the quality of a wireless
link [21]. UWB transceivers additionally provide a channel
impulse response (CIR) estimation, i.e., information about the
multipath propagation consisting of reflections from walls and
scattering from other objects. Fig. 2 depicts an estimated CIR
obtained from a Decawave DW1000 radio. It shows the line-
of-sight (LOS) component (marked with dashed green line)
and significant multipath reflections (marked with dotted red
lines). Due to the high bandwidth (and hence the very high
time resolution of UWB), one can extract these multipath
reflections: in narrowband radios, the latter would overlap with
the LOS component, leading to severe multipath fading.

CIR information is used in UWB radios to precisely es-
timate the arrival time of a packet by detecting the first
path or leading edge of the CIR. One can also make use
of the multipath information in the CIR for high-accuracy
indoor positioning [8]. We propose, instead, to use this CIR
information to characterize the surrounding environment, e.g.,
to detect the presence of destructive interference, and guide
an optimal selection of UWB PHY settings, so to increase the
reliability of communications, as described in Sect. IV and V.

E. Susceptibility to the Environment
As for every wireless technology, also the performance

of Ultra-wideband is strongly affected by the surrounding
environment. Communication performance may indeed vary
when moving from multipath-rich indoor settings to outdoor
areas, or in the presence of obstacles limiting the LOS.

1The maximal equivalent isotropically radiated power in any direction
should not exceed -41.3 dBm/MHz [24], [25].
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Fig. 3. Decrease in packet reception rate (PRR) caused by destructive
interference in a multipath-rich indoor environment.

What is not obvious, is that one can perceive destructive
interference also in UWB links, despite the high immunity to
multipath fading. In fact, since the bandwidth is not infinite,
one can still suffer from overlapping multipath components,
thus there is fading also in UWB [29]. We have measured this
situation experimentally by using two UWB nodes embedding
a Decawave DW1000 radio configured with its default settings
(see Table I). The nodes were mounted at 1m height and
exchanged 1000 packets at specific distances in a hallway
about 60 meters long. Fig. 3 shows the packet reception rate
(PRR) at different distances. The fade at a distance of about
20 meters is clearly visible: the link degrades and the PRR
drops close to zero. The link sustains again a perfect reception
rate at 28 meters and beyond. In Sect. IV we show that this
fade is due to destructive interference, and that the cause of
packet loss can be identified using the CIR. We will integrate
this environment classification technique into our adaptive
scheme to increase the reliability of communications (Sect. V).

III. CHARACTERIZING UWB PERFORMANCE

We study next the impact of the IEEE 802.15.4 UWB
modulation schemes and the different PHY settings on the
robustness and energy efficiency of communications. After
describing our experimental setup in Sect. III-A, we show that
the detection of a preamble is significantly more robust than
decoding a payload (Sect. III-B). We then quantify the impact
of each PHY setting on the reliability and efficiency of UWB
communications (Sect. III-C) and on the precision of ranging
(Sect. III-D). Based upon these findings, we shed light on the
change of PHY settings that should be privileged to increase
UWB communication performance in Sect. III-E.

A. Experimental Setup
To characterize the performance of UWB, we make use of

the Decawave DW1000 UWB radio [23]. In particular, we em-
ploy EVB1000 boards consisting of a DW1000 transceiver, an
ARM Cortex M3 processor, and an omnidirectional antenna.
Cable connection. In order to maximize reproducibility and
avoid environmental influences such as weather, temperature,
or obstacles, we connect two EVB1000 boards using SMA ca-
bles and place a Mini-Circuits RCDAT-8000-90 programmable
attenuator in between. The latter allows us to control the level

TABLE I
DEFAULT CONFIGURATION OF THE DW1000 RADIO ON POWER-UP.

PHY Setting Value
Channel 5
Pulse repetition frequency 16 MHz
Preamble symbol repetitions 128
Data rate 6.8 Mbps
Payload size (including MAC header) 12 Bytes

of attenuation in 0.25 dB steps and hence to finely explore the
differences in communication robustness for each setting.
Two-way ranging. For each attenuation step, we let the two
EVB1000 boards carry out 1000 ranging operations. The
used two-way ranging scheme consists of three messages to
estimate the distance without the need of a tight synchroniza-
tion [30]. The exchanged packets consist of an 11-byte MAC
header that embeds source and destination addresses, as well
as a 16-bit checksum. The payload of the first two messages is
1-byte long, whilst the last message includes three timestamps
and is 16-bytes long. For each message, both sender and
receiver record if the preamble was detected and the payload
received, as well as status information provided by the radio.
Testing settings individually. We let the two UWB nodes com-
municate using the DW1000 default configuration on power-
up (see Table I) and vary each PHY setting individually, so to
clearly quantify the impact of each setting on communication
performance. We repeat our measurements using six different
boards to make sure that our results are not hardware-specific.
Measuring reliability. For each 0.25 dB step of the pro-
grammable attenuator, we compute the packet reception rate
(PRR) as the ratio between the number of packets for which
both SHR and payload are correctly received, and the number
of packets sent. We also compute the header reception rate
(HRR) as the ratio between the number of packets for which
a valid SHR is received, and the number of packets sent.
Measuring energy efficiency. To quantify the energy efficiency
of each setting, we measure the average current consumption
of each transmission and reception using a Keysight MSO-
S 254A oscilloscope, distinguishing between the SHR and the
data portion. We then derive the energy consumption using the
packet’s over-the-air time and the supply voltage (3.3 V).

B. Impact of different Modulation Schemes
Using the setup described in Sect. III-A, we experimentally

investigate the robustness of the different modulation schemes
used in the SHR and the data portion. Our results show that an
SHR can still be successfully detected even at an attenuation
7 dB higher than the one at which the first packets are lost.
Fig. 4 shows the PRR and HRR over the attenuation when
using the default configuration (see Table I). To eliminate
measurement noise, the curves were smoothed with a five-
sample moving average filter. One can clearly identify in Fig. 4
the three distinct reception regions: connected, transitional,
and disconnected [31]. At an attenuation of approximately
70 dB, when the radio can no longer decode the data portion,
the SHR is still successfully detected with a probability of
100%. The higher robustness of the SHR is due to the different
modulation scheme and leads to two important observations.
CIR info available in absence of a complete reception. Even
when a receiver cannot decode the data portion of a packet, it
may still correctly decode its SHR and extract its information.
Among others, one can extract the estimated CIR and use it
to characterize the surrounding environment and to anticipate
the degradation of a wireless link by detecting the presence of
destructive interference, as described in Sect. IV.
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Fig. 4. Packet reception rate (PRR) and header reception rate (HRR)
for different attenuation levels when using the default configuration of the
DW1000 radio on power-up. The SHR can be detected even at an attenuation
7 dB higher than the one at which the first packets are lost.

Preamble as a binary ACK. Several systems make use of
acknowledgement (ACK) messages to confirm the reception of
packets and agree upon specific information, e.g., a new time
slot or frequency channel. These ACK messages should be re-
ceived reliably, so to avoid disagreements between nodes [32].
When using UWB radios, one could make use of the higher
robustness of the SHR (and hence of the preamble) to increase
the reliability of these ACK messages. The reception of a
preamble can, for example, be used as a reliable binary ACK
to signal the correct reception of a full packet. The probability
that a data portion was received in one direction, and that the
preamble (i.e., an ACK) was lost in the other direction is,
indeed, low, given the results presented in Fig. 4.
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Fig. 5. Packet reception rate (PRR) and header reception rate (HRR) for
different attenuation levels as a function of preamble symbol repetitions (PSR).
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Fig. 6. Packet reception rate (PRR) and header reception rate (HRR) for
different attenuation levels as a function of pulse repetition frequency (PRF).

TABLE II
DECAWAVE DW1000 SUPPORTED CHANNELS.

Ch. Carrier Freq. [MHz] Bandwidth [MHz] TX power [dBm]
1 3494.4 499.2 -14.32
2 3993.6 499.2 -14.32
3 4492.8 499.2 -14.32
4 3993.6 1331.2 (900) -11.76
5 6489.6 499.2 -14.32
7 6489.6 1081.6 (900) -11.76

C. Impact of different PHY Settings

We characterize next the performance of different UWB
PHY settings using the setup described in Sect. III-A.

Preamble symbol repetitions (PSR). The IEEE 802.15.4 UWB
standard defines four possible PSR: 16, 64, 1024, and 4096.
The DW1000 does not allow selecting PSR of 16, but allows
to choose other values (see Fig. 1). We hence run experiments
using PSR of 64, 128, 1024, and 4096. Fig. 5 shows the
PRR and HRR over the different steps of the programmable
attenuator for different PSR values. First, we can observe that
PSR does not affect the PRR: this is to be expected, as the
PSR tunes the SHR and not the data portion Second, longer
preambles result in a correct SHR reception also at much
lower signal-to-noise ratios: increasing the PSR from 64 to
4096 allows to lower the sensitivity level of the SHR by 6
dB. Third, by tuning the PSR, one can further increase the
margin between the successful detection of the SHR and the
correct decoding of the data portion up to 12 dB. Table III
provides a comparison of the energy required to send packets
using different PSR at the transmitter and at the receiver.
Using the longest preamble (PSR = 4096) results in an energy
consumption 5, 30, and 57 times higher compared to the
one measured with PSR of 1024, 128, and 64, respectively.
Note that Table III just reflects the energy consumption when
actively transmitting and receiving a packet: listening for a
preamble also accounts for a current draw of about 130 mA.

Pulse repetition frequency (PRF). The PRF determines the
number of pulses sent within a certain period and influences
both SHR and data portion of a packet. Although the standard
specifies possible PRF values of 4, 16, and 64 MHz, the former
is not supported by the DW1000, and we hence only compare
the use of a PRF of 16 and 64 MHz. A single preamble symbol
is slightly shorter when using a lower PRF. In addition to the
lower amount of pulses sent, this also results in an energy
consumption up to 24% lower when transmitting a preamble.
Since also less pulses are sent within a burst, the use of a
smaller PRF results in an energy consumption 6% lower also
when transmitting a data portion (see Table III). The higher
amount of pulses per burst improves the robustness of the data
portion and increases the reliability of communications. Fig. 6
shows that an increase in PRF from 16 to 64 MHz gives up
to 1 dB gain when the PRR is 90% (red-dotted line). We can
also observe that the benefit of the PRF tuning depends on the
selected carrier frequency, and that an increase in PRF results
in a stronger reception of an SHR (i.e., a higher HRR).
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TABLE III
ENERGY CONSUMPTION PER TRANSMITTED AND RECEIVED PACKET DEPENDING ON THE PHY SETTINGS.

Transmission Reception Transmission + Reception
PHY Setting SHR [µJ] ∆ [%] Payload [µJ] ∆ [%] SHR [µJ] ∆ [%] Payload [µJ] ∆ [%] Total [µJ] ∆ [%]

Default 31.23 - 6.198 - 66.34 - 18.03 - 121.8 -
PSR = 4096 942.5 2918 6.198 - 2001.9 2917.6 18.03 - 2969 2337
PSR = 1024 237.0 658.8 6.198 - 503.4 658.8 18.03 - 764.6 527.8
PSR = 64 16.54 -47.06 6.198 - 35.12 -47.06 18.03 - 75.9 -37.7
Ch. 1 (500 MHz) 28.39 -9.118 5.177 -16.48 59.91 -9.686 16.03 -11.10 109.5 -10.10
Ch. 2 (500 MHz) 28.96 -7.278 5.329 -14.01 63.35 -4.50 17.09 -5.201 114.7 -5.80
Ch. 3 (500 MHz) 28.37 -9.163 5.323 -14.12 62.79 -5.353 17.16 -4.848 113.6 -6.701
Ch. 4 (900 MHz) 33.35 6.78 5.710 -7.859 62.16 -6.30 17.04 -5.464 118.3 -2.901
Ch. 7 (900 MHz) 30.83 -1.30 6.233 0.563 67.72 2.084 19.06 5.711 123.8 1.676
PRF = 64 MHz 38.65 23.75 6.567 5.96 69.11 4.179 18.03 - 132.3 8.648
DR = 850 kbps 31.45 0.72 22.71 266.4 67.78 2.173 66.29 267.7 188.2 54.55
DR = 110 kbps 44.46 42.33 176.2 2742 92.48 39.41 554.7 2977 867.8 612.5

Data rate. Although the IEEE 802.15.4 UWB standard sup-
ports data rates up to 27 Mbps, the DW1000 operations are
limited to 6.8 Mbps. We hence investigate the use of a data
rate of 110 kbps, 850 kbps, and 6.8 Mbps. Table III shows
that transmitting and receiving a header at 110 kbps consumes
about 39-42% more energy because of the longer SFD (the
preamble itself is independent from the data rate). The energy
spent to transmit and receive a payload, instead, is severely
more affected by the employed data rate and increases linearly
with the payload size. Transmitting and receiving the payload
of 12 bytes with a data rate of 850 and 110 kbps consumes
respectively up to 3.7 and 31 times more energy than when
using the default settings. Fig. 7 (top) shows how increasing
the data rate increases the robustness of the data portion. Using
a data rate of 850 and 110 kbps raises the link margin by 2.9
and 5.5 dB, respectively. The HRR, instead, is independent
from the data rate, as shown in Fig. 7 (bottom).
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Fig. 7. Packet reception rate (PRR) and header reception rate (HRR) for
different attenuation levels as a function of data rate.
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Fig. 8. Packet reception rate (PRR) and header reception rate (HRR) for
different attenuation levels as a function of carrier frequency and bandwidth.

Channel and bandwidth. The IEEE 802.15.4 standard defines
16 different channels for UWB, out of which the DW1000
transceiver supports six (see Table II). Fig. 8 shows that
using a lower carrier frequency (e.g., channel 1) increases
the robustness of both SHR and data portion. Similarly, the
use of channels with the same carrier frequency, but a higher
bandwidth (channel 4 and 7, see Table II) results in a more
reliable communication. In terms of energy consumption, the
channels below 5 GHz are slightly more efficient, as shown
in Table III, whilst the higher bandwidth comes at the cost of
a slightly higher energy expenditure.

Please note that the performance of different channels highly
depends on the transceiver calibration parameters, as discussed
in Sect. II-C. Furthermore, as our setup is cable-based, the Friis
equation and more realistic UWB channel models [1], [33]
have to be considered on top of our observations. In fact, the
Friis equation strengthens our measurements even more as the
free space path loss is reduced at lower carrier frequencies.

D. Impact of PHY Settings on Ranging Precision
Sect. III-C has shown that tuning the PHY settings of UWB

radios can increase or decrease the chances of successfully
receiving a packet. Whilst changes in PHY settings can
maximize the probability to acquire and share the timestamps
(a necessary step to estimate the distance between nodes), they
may also affect ranging performance. Indeed, as described in
Sect. II-D, the ranging performance depends on the signal-
to-noise ratio (SNR) of the CIR estimation. The latter, for
example, is improved by a longer preamble and a higher PRF.
We hence investigated the impact of different PHY settings
on the precision of ranging, and observed that such impact
is minimal on low-cost transceivers such as the DW1000 (as
also confirmed by [8]). Although no quantitative comparison is
possible, we determined an upper bound on the ranging error
for all possible settings to make sure that adapting the PHY
settings at runtime does not affect the ranging performance.
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Fig. 9. Cumulative distribution function (CDF) of the ranging error. Solid
blue line for reliable links and green dotted line for unreliable links.

99



TABLE IV
TRADEOFF BETWEEN PACKET/PREAMBLE RELIABILITY AND ENERGY EFFICIENCY.

Change in PHY setting Reliability of data portion Reliability of SHR Energy efficiency Suggestions

Higher PSR - ↑ ↑ ↑ ↑ ↓ ↓ ↓ ↓ Use shortest PSR possible, except in cases it should
be ensured that the preamble is reliably detected.

Higher PRF ↑ ↑ ↓ ↓ Limited impact on robustness, prefer a lower PRF
(16 MHz) for highest energy efficiency

Lower data rate ↑ ↑ ↑ ↑ - ↓ ↓ ↓ ↓ Try to use the highest data rate sustaining a reliable
link. Lower the data rate if link degrades heavily.

Lower carrier frequency ↑ ↑ ↑ ↑ ↑ ↑ ↑ Use lowest channel available to increase robustness
at minimal energy costs.

Higher bandwidth ↑ ↑ ↑ ↑ ↓ Use channel with a higher bandwidth, except when
energy is by far the most critical resource.

We use the setup described in Sect. III-A, and perform
11, 000 two-way ranging trials for each of the PHY configura-
tions investigated in Sect. III-C. For each trial, we compute the
distance and then calculate the cumulative distribution function
of the ranging error for all PHY settings which is depicted in
Fig. 9. The precision of the range estimate lies within a bound
of ±10 cm for 99.7% of all range estimations. Fig. 9 further
shows the influence of a highly reliable (PRR≥90%) and a less
reliable (PRR<90%) link on the precision: the error for 90%
of the measurements is below 3.77 and 4.22 cm, respectively.
Hence, increasing the reliability of UWB communications
even slightly improves ranging performance.

E. Optimal Selection of PHY Settings
The experiments described in Sect. III-C allow us to assess

which PHY settings are the most effective in increasing the
robustness of communications, and to quantify the energy
expenditure they incur. Table IV summarizes the influence of
each PHY setting on the reliability of SHR and payload, as
well as the energy cost they entail. One can derive from this
table which change of settings to privilege in order to obtain
an increase in communication robustness depending on the
application requirements. If one aims to quickly increase the
PRR without any constraint on the energy expenditure, the
first option should be to decrease the data rate, as the latter
has, by far, the highest impact on the reliability of a link. On
the contrary, if one aims to increase the PRR with the least
energy costs, one should first decrease the carrier frequency
and switch to a channel with higher bandwidth, then try to
increase the PRF, and, only as a last resort, lower the data rate.
We will make use of these observations in Sect. V to design
an adaptive scheme that derives at runtime the most energy-
efficient PHY settings sustaining a reliable communication.

IV. ESTIMATING THE LINK STATE FROM THE CIR

To increase the reliability of communications by adapting
PHY settings at runtime, one needs the ability to accurately
assess the quality (or predict the degradation) of a UWB link.
Whilst several solutions have investigated how to estimate
the link quality using narrowband technologies [21], the link
quality information that can be retrieved from UWB radios
is still under-explored. Furthermore, as UWB communication
performance is also affected by the surrounding environment,
it is desirable to obtain valuable information about its charac-
teristics and to make use of the latter to react accordingly.

In this section we present a novel link state indicator that
makes use of CIR information to (i) estimate the link quality,
and to (ii) obtain a detailed understanding of the environmental
state in order to detect the cause for a degrading channel. The
principle of our link state indicator is shown in Fig. 12: the
link quality is obtained from the received signal power (RSP)
derived from the CIR estimation. Binary environmental state
information such as the presence of destructive interference or
a clear LOS is also derived from the CIR estimation.

A. Deriving the Environmental State
As for every wireless technology, also the performance of

UWB is strongly affected by the surrounding environment.
LOS/NLOS. The presence of obstacles blocking the line-of-
sight between nodes significantly decreases the received signal
strength and, therefore, the quality of a link. In time-based
localization systems, such as the ones using UWB radios, this
leads to positively biased range estimations. Several research
groups have investigated concepts to mitigate the impact of
NLOS scenarios on UWB-based localization systems. Maranò
et al. [34] apply machine learning techniques on the CIR to
assess whether a signal was transmitted in LOS or NLOS
conditions. This technique can be exploited to derive a binary
information about the presence of LOS/NLOS conditions to be
included in the link state indicator: this info can be of great
value also to increase the reliability of UWB communications.
One can, for example, temporarily re-route packets via another
link providing LOS conditions, or make use of directional
antennas to focus the radiated energy in the direction of a
multipath component that is not blocked by an obstacle [35].
Destructive interference. The presence of several walls and
obstacles in proximity of a wireless node results in a high
amount of multipath reflections. The overlapping of several
multipath reflections may lead to a deep fade due to destructive
interference: as experimentally shown in Sect. II-E, this can
heavily degrade a UWB communication link. To escape such
destructive interference, the only viable solution is a switch
to another carrier frequency, as merely changing the data rate
or varying the bandwidth would not be of significant help.
We show next in Sect. IV-B how to derive the presence of
destructive interference using the estimated CIR and embed
this info as an environmental state bit in the link state indicator
sketched in Fig. 12. To the best of our knowledge, we are the
first to present an efficient technique detecting the presence of
destructive interference in UWB communication links.
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Fig. 10. CIR estimation in the presence and absence of destructive interfer-
ence, as well as at the end of the SHR detection range.

B. Detecting Destructive Interference using CIR Information
We record the CIR estimation in the setup described in

Sect. II-E at a distance of 19 and 21 m from the sender, i.e.,
shortly before, and inside the fade, as well as at a distance of
60 m, i.e., at the end of the SHR detection range. Fig. 10 shows
the three CIR curves. At a distance of 19 m, the link is still
highly reliable (see Fig. 3), thus its CIR (solid blue line) does
not exhibit presence of destructive interference. At a distance
of 21 m, the PRR of the link drops to zero: the CIR shown in
Fig. 10 (dashed green line) exhibits a reduced amplitude in the
LOS component. In contrast, the amplitude of the multipath
components is not affected as much as the one of the LOS.
Instead, at 25 ns, the amplitude of a multipath component was
even stronger than the one measured at a distance of 19 m.
This is a clear indication that there is destructive interference
between the LOS component and another reflection. Indeed,
in the CIR measured at a distance of 60 m (red dotted line) the
LOS path is strongly attenuated, but so are all other multipath
components, whose amplitudes are close to the noise level.

Based on these observations, we propose an efficient mech-
anism to detect the presence of destructive interference. The
algorithm keeps track of the ratio PR between the power of
the LOS component and the power of the multipath compo-
nents which can be derived from the CIR ĥ[n].

PR =

∑NLOS

n=1 |ĥ[n]|2∑NMP

n=NLOS
|ĥ[n]|2

(1)

We derive suitable values for NLOS and NMP empirically,
and propose the use of a threshold PRTH = 1.5 to assess the
presence of destructive interference. When using NLOS = 5
and NMP = 30, we obtain a PR of 8.28, 1.26, and 3.61
at 19, 21, and 60 meters, respectively. Thus, in absence of
destructive interference and at the end of the communication
range, PR is respectively 6.57 and 2.87 times larger than
the one computed inside the fade. We show the effectiveness
of this algorithm in Sect. VI. Please note that the presence
of destructive interference can also be derived without the
reception of a complete packet, as the CIR is solely estimated
from the preamble. Hence, due to the higher robustness of the
SHR modulation (as shown in Sect. III-B), one can also derive
environmental state information with highly unreliable links.

C. Deriving the Received Signal Power
We have shown how to make use of the CIR to estimate

the power of the LOS and multipath components already in
the previous section. The integral of the entire CIR can be
used to also provide an estimate of the total received signal
power (RSP) and, consequently, to instantaneously estimate
the quality of a link. The DW1000 provides a register indicat-
ing the integral of the CIR that we use to derive the RSP as a
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Fig. 11. PRR as a function of the received signal power (RSP) measured
using the DW1000 default settings (violet) and a data rate of 110 kbps (blue).

dBm value [23]. We then characterize the relationship between
RSP and PRR experimentally, by using the data collected in
the hallway experiments described in Sect. II-E.

Fig. 11 illustrates the distribution of PRR as a function of
the RSP (mean ± standard deviation) when using the DW1000
default settings (violet) and when using a data rate of 110 kbps
(blue). Each point is computed over 1000 packets, and the
interpolated dotted lines illustrate the trend for these two PHY
configurations as well as the relation between PRR and RSP.

Fig. 11 also shows that the latter varies for different PHY
settings: the curve obtained with a data rate of 110 kbps is
indeed shifted by 5-6 dB to the left compared to the one
obtained with the default settings. This is consistent with
the results captured with the cable-based setup shown in
Sect. III-C, which have shown that the PRR depends on the
employed PHY settings. Indeed, also Fig. 7 shows a difference
of 5-6 dB between the use of the default settings and a data
rate of 110 kbps. This ability of the RSP to inherently capture
differences in the performance of PHY settings without the
need of a correction is clearly an asset.

The RSP value can be used to estimate the link quality
and to monitor if the sustained PRR becomes insufficient
(e.g., below a PRR of 90%, as indicated by the dotted red
line in Fig. 11). To this end, one can define a threshold
RSPTH , whose value can either be selected depending on the
current PHY configuration, or by considering the worst-case:
in Fig. 11, this corresponds to a RSPTH of -93.3 dBm.

V. ADAPTING PHY SETTINGS AT RUNTIME

We design an adaptive scheme that determines at runtime a
configuration of PHY settings increasing the dependability of
UWB communications. To this end, our scheme makes use of
the RSP to detect a degrading link. It then exploits a ranking of
PHY settings (derived from the application requirements and
from our experimental observations in Sect. III-E) to choose a
new PHY configuration for the UWB radio. The latter is also
driven by environmental state info computed from the CIR,
such as the presence of destructive interference (see Fig. 12).
Detection of a degrading link. The link state indicator is used
to trigger a change of the PHY setting in case of a degraded
channel. For this purpose, the estimated received signal power
is compared with the RSPTH threshold derived in Sect. IV-C.
If the link quality is below this threshold, the adaptation logic
initiates a setting change to increase link reliability. We further
define a second threshold RSPEE defining the received signal
power at which the quality of the channel allows to select
a more efficient PHY setting. In the evaluation in Sect. VI
we have set RSPEE = −88.8 dBm, which ensures a good
tradeoff between energy savings and a high PRR.
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Fig. 12. Sketch of the inputs of our adaptation logic deriving a new PHY
settings configuration for the Decawave DW1000 UWB transceiver.

Ranking UWB PHY settings. To keep the proposed solution
generic, the adaptation logic optimizes its operation depending
on the application requirements. For example, based on the
requirements of the application at hand, one can define an
energy-conservative adaptation policy maximizing reliability
while minimizing the energy consumption. Similarly, for ap-
plications demanding a high reliability, one can define an
aggressive adaptation policy maximizing reliability regardless
of the energy expenditure. The ranking of the PHY settings
is, besides the application requirements, also dependent on the
impact of PHY settings on the robustness and efficiency. We
derive this information from our experimental characterization
presented in Sect. III-C. According to Table III, an energy-
conservative ranking of UWB PHY settings is: (1) lower car-
rier frequency, (2) higher bandwidth, (3) higher PRF, (4) lower
data rate. An aggressive ranking of PHY settings gives a lower
data rate the highest priority. Discrete choices within a PHY
setting (e.g., carrier frequency) are also ranked accordingly.
Influence of environmental state on adaptation logic. In case
of an abrupt change in the surrounding environment (such
as a blocked LOS or destructive interference), the ranking
of the UWB PHY settings has to be adapted accordingly.
For example, in the presence of a destructive interference,
the change of the carrier frequency should always get highest
priority, independently from the ranking of the settings.
Coordination of configuration changes. In order to correctly
communicate, it has to be ensured that the PHY settings of
all involved parties are synchronized. Thanks to the properties
of UWB highlighted in Sect. II-B, changes in data rate and
PSR do not require a prior agreement between transmitter
and receiver, as this info can be derived at runtime from
the SHR and PHR. Changes in other PHY settings (e.g.,
carrier frequency), instead, require coordination by means of
a packet exchange. If this is the case, two aspects need to
be considered. First, the information about the configuration
change embedded in these packets should be acknowledged
reliably, so to avoid disagreements between nodes [32]. Thanks
to the higher robustness of the SHR, one can make use of a
preamble as a binary ACK, as highlighted in Sect. III-B: this
also allows to mitigate the problem of asymmetric links [21].
Second, one may need to adapt the local PHY settings of a
node based on the configuration of all its neighbors. In our
current implementation, we use the settings of the node with
the worst link state as a global PHY configuration. However, as
in a large (multi-hop) network it is unlikely that the same PHY
configuration can meet the requirements of all nodes, one may

investigate the use of different time-slots for each neighbor or
define multiple clusters in the network accordingly [36]. Such
networking-wide issues are beyond the scope of the paper and
subject of future work.
Implementation. We implement the proposed adaptation
scheme by piggybacking 2 bytes in each exchanged packet.
The first byte embeds the next PHY configuration to be used.
The second byte contains link state information and consists
of 7 bits RSP and 1 bit indicating the presence of destructive
interference. If the current link state shows the necessity for
a new configuration, the adaptation logic follows the devised
ranking. For PHY settings with more than two discrete choices
(e.g., carrier frequency), we first use up all the possible values,
before moving on with the next PHY setting in the ranking. We
provide an implementation of both the aggressive and energy-
conservative policy, and evaluate their performance in Sect. VI.

VI. EVALUATION

We evaluate next the performance of the proposed adaptive
scheme. First, we compare the reliability and energy efficiency
of UWB communications in highly-dynamic environments
when using static and adaptive PHY settings (Sect. VI-A).
We then show the effectiveness of our approach in detecting
and escaping destructive interference (Sect. VI-B).

A. Increasing the Dependability of UWB Communications
We design a scenario where two EVB1000 nodes (a trans-

mitter and a receiver) are mounted on tripods at a distance of
5 m. The transmitter periodically sends packets to the receiver
at a rate of 50 Hz. To emulate the mobility of nodes in a
reproducible manner, we insert a programmable attenuator
between the SMA connector and the transmitter’s antenna.
This enables us to simulate repeatable changes of the received
signal strength due to varying environmental conditions. The
attenuation sequence over time is shown in Fig. 13 (top). One
can recognize two phases: a triangle-shaped sequence with 2-
5s step size (0 to 130 s) that we use to push the devices to the
edge of their communication range and a random sequence
(130 to 360 s) emulating irregular fluctuations.

Starting with the DW1000 default settings, we compare the
reliability and energy efficiency of static PHY settings, with an
adaptive PHY configuration following an energy-conservative
and an aggressive adaptation policy. Fig. 13 (second from top)
shows the PRR over time sustained by the three schemes. The
use of static PHY settings (blue, circles) causes the link to lose
a large number of packets. The use of the proposed adaptive
scheme, instead, allows to sustain a high packet delivery
rate, with an average PRR always higher than 95 and 98%
when using an energy-conservative (orange, squares) and an
aggressive (yellow, diamonds) adaptation policy, respectively.

Fig. 13 (third from top) shows the measured RSP over time.
The red solid line marks the RSPTH threshold (-93.3 dBm)
used to trigger the change to a more robust PHY configuration.
The red dotted line marks the RSPEE threshold (−88.8 dBm)
used to trigger a more energy-efficient PHY configuration.
Please note that, in this scenario, we do not make use of envi-
ronmental state information to detect destructive interference.
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Fig. 13. Comparison of the reliability (PRR) and energy expenditure of a static
PHY configuration with the one sustained by an adaptive PHY configuration
following an energy-conservative or an aggressive adaptation policy.

Fig. 13 (bottom) shows the energy cost of the three schemes
over time, computed as the energy per packet in µJ for
both transmission and reception. The adaptive logic allows
to sustain a higher reliability at a cost of a 5 and 29% higher
energy expenditure for the energy-conservative and aggressive
policy, respectively. We can distinguish four main phases: in
the first and third (Ph. 1 and 3), the adaptation logic triggers
a more energy-efficient PHY setting, since the reliability of
the link allows it. This saves significant energy compared to
the default setting (blue, solid). In a second phase, the high
attenuation requires, among others, the use of a lower data rate
to increase the reliability of the link: this comes at an increased
energy cost (that is higher when using the aggressive adapta-
tion policy). The difference between the energy-conservative
(orange, dashed) and the aggressive (yellow, dotted) adaptation
policy is even more distinctive in the fourth phase.

B. Recognizing and Escaping Destructive Interference
We evaluate next the ability of the proposed adaptation

algorithm to recognize and escape destructive interference at
runtime. Towards this goal, we reuse the experimental setup
described in Sect. II-E and keep the transmitter at a static
position, while moving the receiver across the hallway. In
particular, the receiver is moved from a distance of 18 m
(reliable link) to a distance of 20.5 m, hence entering the area
where destructive interference is present (see Fig. 3). After 30
seconds, the receiver is moved back to a distance of 18 m. We
then compare the PRR when using default static PHY settings
and when using an aggressive adaptation policy that makes use
or does not make use of the environmental state information
capturing the presence of destructive interference.

Fig. 14 (top) shows the PRR for these three schemes.
When using static PHY settings (blue line with circles), the
movement of a few meters degrades the link up to a point
in which packets are no longer received. The same occurs
when using an aggressive adaptive scheme that does not make
use of environmental state information (red line with squares),
as lowering the data rate does not help significantly in the
presence of destructive interference. The aggressive adaptive
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Fig. 14. The proposed adaptation scheme can correctly recognize and escape
destructive interference, sustaining a high reception rate over time.

scheme (yellow line with diamonds), instead, recognizes and
escapes destructive interference by directly changing the car-
rier frequency without a switch to a lower data rate.

Fig. 14 (bottom) shows the calculation of the ratio between
LOS and multipath power PR (blue dotted line). At time
30s, as soon as PR is smaller than the PRTH threshold
of 1.5 (red solid line), the destructive interference bit of the
environmental state indicator is set to high and a change of
PHY configuration (carrier frequency) is triggered. After this
change, the measured PR is again well above the PRTH

threshold: this is expected as, after the change of carrier
frequency, the node no longer suffers destructive interference.

VII. RELATED WORK

UWB technology has attracted a large body of research,
especially after the formal addition of the UWB physical layer
to the IEEE 802.15.4 standard in 2007, and the availability of
the first compliant low-cost transceivers.
UWB-based localization. Undoubtedly, the interest of the com-
munity was mostly attracted by the possibility of using UWB
to carry out precise positioning. Researchers have produced
a large number of algorithms to maximize the positioning
accuracy indoors [3], for example by exploiting multipath
reflections [8], or by making use of inertial sensors [9].
Other works have instead investigated how to make use of
antenna diversity [26], as well as of directional antennas [35]
to increase localization accuracy. Given the large number of
techniques that have been produced, the community started to
quantitatively compare the accuracy of different localization
systems in competitions [6]. The latter showed the benefits of
UWB and spread the word about its potential. Differently from
these works, our study does not focus on accuracy, but instead
on increasing the dependability of UWB communications.
UWB measurements. Researchers have experimentally quan-
tified the effect of LOS and NLOS [37], the impact of
clock offset on different ranging schemes [38], as well as
the UWB operating range as a function of different preamble
parameters [39]. Unlike these works, we systematically study
the performance of both preamble and payload settings and
experimentally quantify their sensitivity and energy cost, in
order to understand which configuration to privilege. A work
in spirit close to ours is the one by Mikhaylov et al. [40], who
have experimentally measured the impact of various settings
on the accuracy of indoor localization. The focus of their work,
however, is not on communication performance.
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UWB link quality estimation. A plethora of works has pro-
posed different strategies to estimate the quality of a wire-
less link [21]. The proposed solutions have combined the
knowledge of the expected number of transmissions [41]
with information from the network, link, and physical lay-
ers [42], often exploiting the link quality indicators returned
by IEEE 802.15.4 narrowband hardware such as RSSI and
LQI [43]. The link quality information that can be retrieved
from UWB radios is, however, unexplored, and radically
different from the ones that have been studied in narrowband
IEEE 802.15.4 transceivers by the aforementioned studies. To
the best of our knowledge, the work presented in this paper is
the first one studying link state estimation with UWB radios
and proposing an efficient technique that makes use of the
estimated CIR information to detect the presence of destructive
interference in UWB communication links.
Runtime adaptation. Increasing the performance of a wireless
system by adapting protocol parameters at runtime is a well-
known problem. The research community has explored how
to adapt the transmission power of the radio [28] or MAC
protocol parameters such as duty cycle [16] and clear channel
assessment threshold [17], but always focused on narrowband
IEEE 802.15.4 transceivers only. To the best of our knowledge,
we are the first studying an automatic selection of UWB pa-
rameters at runtime to improve communication performance.

VIII. CONCLUSIONS

In this paper, we have exploited UWB PHY settings as
tuning knobs to increase the dependability of communications.
Towards this goal, we have first experimentally quantified the
reliability and energy cost of each setting and understood
which physical layer configuration to privilege depending on
the specific application requirements. We have then used the
estimated CIR to accurately measure the link quality and to
extract relevant information about the characteristics of the
surrounding environment, such as the presence of destructive
interference. Building upon this information, we have designed
an adaptation scheme that tunes the PHY settings of an UWB
transceiver at runtime, and demonstrated experimentally that
it effectively increases the communication performance.

Future work will investigate the design of more complex
algorithms that make use of the estimated CIR information
to accurately characterize the environment and the use of
directional antennas as an additional tuning knob.
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ABSTRACT
Setting up indoor localization systems is often excessively time-
consuming and labor-intensive, because of the high amount of
anchors to be carefully deployed or the burdensome collection of
fingerprints. In this paper, we present SALMA, a novel low-cost
UWB-based indoor localization system that makes use of only one
anchor and that does neither require prior calibration nor training.
By using only a crude floor plan and by exploiting multipath reflec-
tions, SALMA can accurately determine the position of a mobile tag
using a single anchor, hence minimizing the infrastructure costs, as
well as the setup time. We implement SALMA on off-the-shelf UWB
devices based on the Decawave DW1000 transceiver and show that,
by making use of multiple directional antennas, SALMA can also
resolve ambiguities due to overlapping multipath components. An
experimental evaluation in an office environment with clear line-of-
sight has shown that 90% of the position estimates obtained using
SALMA exhibit less than 20 cm error, with a median below 8 cm.
We further study the performance of SALMA in the presence of
obstructed line-of-sight conditions, moving objects and furniture,
as well as in highly dynamic environments with several people mov-
ing around, showing that the system can sustain decimeter-level
accuracy with a worst-case average error below 34 cm.
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1 INTRODUCTION
Localizing people and objects in a precise and accurate way is a
key requirement for future location-aware Internet of Things (IoT)
applications such as assisted living [54], health care [20], and robot
navigation [14, 24]. As of today, achieving an accurate position
estimation is still a grand challenge especially indoors, where global
navigation satellite systems such as GPS, Galileo, GLONASS, and
Beidou are not applicable due to the limited signal reception [4].
Challenges of indoor positioning.When estimating the position
of a device indoors, one needs to deal with severe attenuation,
multipath, and scattering of signals due to walls, furniture, or other
surrounding objects. This is, for example, a major challenge for
localization systems making use of narrowband RF technologies:
solutions based on IEEE 802.15.4 [18, 29], Bluetooth [1, 3], and Wi-
Fi [9, 16] are indeed highly susceptible to multipath fading, and can
hardly achieve a sub-meter accuracy in these settings [38].

Indoor environments are also highly dynamic: moving people
and objects may obstruct the line-of-sight (LOS) path between a
source and a receiver. This is, for example, particularly challenging
for localization systems based on optical technologies. Furthermore,
the unpredictable presence of interference sources (e.g., co-located
wireless devices using the same frequency band) can cause loss of
information and fluctuations in the received signal strength that
drastically affect the accuracy of positioning algorithms.

A practical localization system needs to achieve a high position-
ing accuracy despite these inherent properties of indoor environ-
ments. This task is further complicated by the fact that an ideal
indoor localization system should maximize the accuracy, efficiency,
and responsiveness of position estimation, whileminimizing deploy-
ment efforts and costs. Although a plethora of distinct approaches
has been proposed in the literature, none of them can yet achieve a
high accuracy at minimal costs and is thus widely accepted [35].
Deployment overhead still too high. After comparing the per-
formance of more than 100 state-of-the-art indoor localization sys-
tems under the same settings, Lymberopoulos and Liu [35] have
concluded that the set-up procedure of existing solutions is exces-
sively time-consuming and labor-intensive. As a consequence, the
use of most systems is still impractical in real-world deployments.

This state of affairs represents a serious problem, because recent
solutions based on Ultra-wideband (UWB) could easily achieve ac-
curacies in the order of decimeters [24, 31]. However, one cannot
fully exploit this outstanding positioning accuracy, because of the
high overhead in deploying the required infrastructure. These sys-
tems employ indeed multiple anchors (e.g., at least 8 [52], 9 [23],
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or 15 [24]), each of which needs to be carefully placed [19] in or-
der to maximize the system’s performance – a burden that is not
sustainable on a large scale. Similarly, localization systems based
on RSS profiling [16, 43] require a laborious offline data collection
process before deployment to acquire the radio maps (fingerprints).
Even worse, fingerprinting needs to be frequently repeated to cope
with environmental changes, such as furniture setup and human
motion: this makes the installation costs prohibitively high.

Minimizing the deployment effort of localization systems while
still allowing to sustain a high positioning accuracy is hence a long-
due fundamental step towards the creation of solutions that are
viable for real-world IoT applications.
Contributions. In this paper we present SALMA, a novel UWB-
based indoor localization system that can sustain a decimeter-level
accuracy despite the use of only a single anchor. SALMA removes
the need of multiple anchors by exploiting multipath propagation,
i.e., specular reflections originating from static objects. The system
works out of the box without any time-consuming setup phase,
as it does not require any prior calibration, training, or position
estimates (i.e., SALMA is based on neither fingerprinting nor other
learning algorithms). All that is needed is a crude floor plan showing
the geometry of the building in which the system is installed. The
map includes static objects such as walls and windows only, to
avoid adaptations if furniture or other objects are moved.

Starting from this floor plan and the known location and ori-
entation of the anchor, SALMA models the theoretical multipath
propagation and compares it with the estimated channel impulse
response (CIR) derived by the anchor node, as shown in Sect. 3.
Exploiting the position-related information embedded in the CIR
allows to unambiguously determine the position of a tag using a
single anchor with an accuracy comparable to the one achieved by
common multi-anchor UWB systems. This way, SALMA reduces
the infrastructure costs and setup time, hence addressing the omni-
present trade-off between accuracy and deployment costs.

We implement SALMA on off-the-shelf UWB devices based on
the popular Decawave DW1000 transceiver, building – to the best
of our knowledge – the first low-cost single-anchor UWB-based
indoor localization system. In particular, as shown in Sect. 4, we
support multiple tags simultaneously and shift the burden of posi-
tion estimation to the anchor node. This allows to keep the design
of the mobile tag simple, so to preserve its limited battery capacity.

We specifically implement SALMA for two-dimensional settings
in order to support map-based navigation and tracking applications
such as locating patients in hospitals [21], assistance for visually
impaired, disabled, and elderly people [7, 40, 47, 54], as well as mon-
itoring sport events [33, 45]. The applicability to three-dimensional
settings and the resulting challenges are discussed in Sect. 8.

We further show how overlappingmultipath components (MPCs)
may limit the performance of SALMA when using a single omni-
directional antenna. To alleviate this problem, we illustrate in Sect. 5
how to improve the robustness of SALMA usingmultiple directional
antennas. The latter enable the exploration of the angular informa-
tion of MPCs to enhance the system’s performance remarkably.

In Sect. 6, we carry out a thorough experimental evaluation1 of
the performance of SALMA in an office environment with clear LOS

1All datasets are publicly accessible under http://www.iti.tugraz.at/SALMA [12].

conditions. Among others, our results reveal that 90% of position
estimates obtained with SALMA exhibit less than 20 cm error, with
a median below 8 cm. This performance was obtained with a single
measurement snapshot from four directional antennas. We further
simulate how the accuracy of SALMA can be improved with a
higher number of antennas with narrower bandwidth.

In Sect. 7, we study the performance of SALMA in the presence
of obstructed LOS, showing that 90% of position estimates exhibit
less than 30 cm error, with a median below 15 cm. Furthermore, we
evaluate SALMA in a challenging setting (stockroom) reaching a
90% error of 44.5 cm, and show that moving objects and furniture
has a limited effect on the performance. We also deploy SALMA
in an office crowded with tens of people moving in/out across
24-hours, and show that – even in such a highly dynamic environ-
ment – SALMA sustains a worst-case average error below 34 cm.
Therefore, by exploiting the redundancy offered by multipath re-
flections, SALMA achieves a high accuracy even with obstructed
LOS, addressing an inherent vulnerability of traditional systems.

In summary, this paper makes the following contributions:
• We present SALMA, a UWB-based indoor localization sys-
temmaking use of only a single anchor and requiring neither
prior profiling nor calibration (Sect. 3);

• We implement SALMA on off-the-shelf UWB devices and
support multiple tags simultaneously (Sect. 4);

• We increase the robustness of the system to overlapping
MPCs by using multiple directional antennas (Sect. 5);

• We evaluate the performance of SALMA experimentally in
different scenarios with clear LOS and show that 90% of
position estimates exhibit less than 20 cm error (Sect. 6);

• We show that SALMA is resilient to obstructed LOS situa-
tions and that it sustains a high accuracy even in dynamic en-
vironments with objects and people moving around (Sect. 7).

2 SALMA: OVERVIEW
Fig. 1a shows a sketch of SALMA’s design. The system consists of
a single anchor (fixed infrastructure) and multiple battery-powered
mobile tags (devices to be localized). The anchor is connected to
and powered by a central notebook running a localization engine
that computes the position of each tag.

Every tag initiates a double-sided two-way ranging (DS-TWR)
with the anchor node, following a time division multiple access
scheme. The two-way ranging process allows the anchor to estimate
the distance d0 = ∥p−a∥, with p and a being the tag and the anchor
location, respectively (Fig. 1b). Upon completion of the DS-TWR
process, the anchor records the estimated distance d̂0, as well as
an estimate of the channel impulse response (CIR) provided by the
UWB transceiver, and forwards this info to the localization engine.
Exploiting multipath propagation. The CIR embeds information
about the multipath propagation consisting of reflections from
walls. Traditional UWB localization systems employ the CIR to
estimate the distance d0, which is related to the path delay τ0 as
follows: d0 = τ0 · c0, with c0 being the speed of light. Therefore,
these systems only use the path delay τ0, and forgo remaining
multipath components (MPCs). SALMA, instead, additionally uses
delays of reflected multipath components, which contain additional
geometric information (cf. τk and dk in Fig. 1b for k = 1, . . . , 4).
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Figure 1: Overview of SALMA’s design (a): the system makes use of the multipath propagation between a single anchor and a
tag i. The multipath propagation is characterized by the estimated CIR containing position-related information (b).

Localization engine. Starting from a floor plan showing the geometry
of the building in which the system is installed2, and the known
location of the anchor, SALMA models the theoretical multipath
propagation by employing the concept of virtual anchors [39] and
by building a hypothesized CIR for several candidate positions. The
latter are selected on a circle of radius d̂0 centered in a, with d̂0 being
the estimated distance derived from the DS-TWR. The localization
engine then compares the hypothesized CIR of each candidate point
with the one measured through the DS-TWR process, and returns
the best fit using maximum likelihood estimation.

As we will show in the next sections, exploiting the position-
related information encoded in the MPCs allows to unambiguously
and accurately determine the position of a tag using a single anchor.

3 SALMA: DESIGN PRINCIPLES
We describe next the mathematical principles behind the functional
stages of SALMA, showing how the system can leverage the infor-
mation that is contained in the observed CIR to accurately narrow
down the tag position. First, we present a model of the observed CIR
including the multipath component (MPC) parameters in Sect. 3.1.
We then explain in Sect. 3.2 how to use the known anchor position
and floor plan to determine virtual anchors that can relate the tag
position to parameters embedded in the CIR. Third, we describe in
Sect. 3.3 how these parameters are used in combination with the
observed CIR to obtain a position estimate. Sect. 4 then outlines
how these methods are implemented on off-the-shelf hardware.

3.1 Signal model
Taking advantage of multipath propagation requires its proper mod-
eling. In the following, we introduce the signal model relating the
effective system response (i.e., the observed CIR) and the parame-
ters of multipath components. We assume that a tag is equipped
with a single omni-directional antenna, while the anchor can carry

2While furniture and other objects do affect the performance of the system, the impact
stays in reasonable bounds as demonstrated in Sect. 6 and 7. Thus, there is no need to
keep track of whether tables, shelves, or other furniture have moved.

M antennas. Each antenna with indexm = 1, . . . ,M is character-
ized with its beampattern bm (ϕ). The observed CIR rm (t) between
a single tag and the anchor’smth antenna can be modeled as:

rm (t) =
K∑
k=0

αkbm (ϕk )sDW(t − τk ) +wm (t). (1)

The first term on the right-hand-side describes K specular MPCs,
i.e., dominant reflections, of the transmitted signal sDW(t). The latter
includes de-spreading and filtering at the receiver. Each MPC is
characterized by its complex-valued amplitude αk , angle of depar-
ture ϕk and delay τk . These MPCs are resulting from reflections
at flat surfaces such as walls, windows or doors and will be fur-
ther discussed in Sect. 3.2. The last termwm (t) denotes zero-mean
white Gaussian measurement noise with variance σ 2

w . Note that
the proposed signal model in (1) can model single omni-directional
as well as multiple directional antenna measurements.

The signal rm (t) is sampled with frequency fs = 1/Ts and Ns
samples are acquired. Hence, we use vector notation [26, 27] to
compactly describe the signal model in (1) as:

r = X (τ ,ϕ)α +w (2)
with 

r1
...

rM


=


X1(τ ,ϕ)
...

XM (τ ,ϕ)


α +


w1
...

wM


(3)

and
rm = [rm (0 ·Ts), . . . , rm ([Ns − 1] ·Ts)]T

Xm (τ ,ϕ) = [bm (ϕ0)s(τ0) . . .bm (ϕK )s(τK )]
s(τk ) = [sDW(0 ·Ts − τk ), . . . , sDW([Ns − 1] ·Ts − τk )]T
wm = [wm (0 ·Ts), . . . ,wm ([Ns − 1] ·Ts)]T
ϕ = [ϕ0, . . . ,ϕK ]T; τ = [τ0, . . . ,τK ]T; α = [α0, . . . ,αK ]T.

Thus, the proposed signal model connects the MPC parameters
(αk ,ϕk ,τk ) with the expected CIR. In Sect. 3.2, we relate these
parameters to the tag position.
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Figure 2: The concept of virtual anchors (VA) and its use in
calculating the angle of departure ϕk and delay τk .

3.2 Geometric model and virtual anchors
The MPC parameters of the CIR contain position-related informa-
tion regarding the tag location as well as the environment [28].
Following Euclidean geometry, simple relations can be obtained for
ϕk and τk . In particular, we employ the concept of virtual anchors
(VAs) [39] in order to relate MPC parameters to the tag positions
(see Fig. 2). To obtain the positions of the virtual anchors ak (k > 0),
the position of the physical anchor a0 , a is mirrored at each reflec-
tive flat surface. Fig. 2 illustrates the top-view of a single reflection.
A specular MPC (black solid) originates at the wall segment. Assign-
ment of the specular MPC to a virtual anchor (red cross) enables
an efficient calculation of the MPC parameters, delay, and angle.
The delay τk follows as geometric distance between tag and VA,
divided by the speed of light c0, according to

τk =
1
c0

∥p − ak ∥. (4)

We describe the angle of departure ϕk via the azimuth angle be-
tween tag and VA ](p − ak ) according to

ϕk = 2θsegk − ](p − ak ). (5)

Here, θsegk denotes the angle of the involved reflective surface that
was used to generate the VA ak (see Fig. 2).

Note that, in this work, we limit the multipath propagation
to single-bounce reflections, i.e., only a single reflective object is
bounced during the path’s propagation. Hence, the number of con-
sidered surfaces also determines the number of used MPCs K and
VAs, e.g., for the floorplan shown in Fig. 1b we set K = 4 resulting
in four VAs. In principle, the virtual anchor model can be extended
to cover higher-order reflections as well. However, higher-order re-
flections are attenuated strongly, due to their increased path length
and additional reflection losses. It should be also noted that, for
each tag position p, the visibility of the VAs has to be taken into
account. This means that we have to check the direct path from p
to the VA position ak for intersections with any obstacles or wall
segments. Only if there is a single involved intersection with the
correct wall segment, we can use the k-th MPC in the signal model.

While the parameters τk and ϕk can be directly derived from the
geometric model using the known VAs, a proper model for the MPC
amplitudes αk is difficult to obtain [27]. Hence, we propose to treat
αk as nuisance parameter, estimated directly from the observation r .

3.3 Position estimation
In the following, we present a position estimator based on the CIR
measurements. We aim for a maximum likelihood (ML) estimator,
derived from the signal model in (2). To allow efficient computations,
we assume complex-valued white Gaussian measurement noisew .

The likelihood p(r |p) of observation r conditioned on tag position
p follows as:

p(r |p) =
(

1
πσ 2

w

)MNs
exp

{
− 1

σ 2
w
∥r −X (τ ,ϕ)α ∥2

}
(6)

where τ and ϕ are related to the tag position via (4) and (5). Taking
the log of (6) results in the log-likelihood function

logp(r |p) = −MNs log(πσ 2
w ) − 1

σ 2
w
∥r −X (τ ,ϕ)α ∥2. (7)

This function depends on MPC amplitudes α . We propose to esti-
mate α as least squares solution [27] according to

α̂ = (XH(τ ,ϕ)X (τ ,ϕ))−1XH(τ ,ϕ)r (8)
with (·)H denoting the conjugate and transposed. The position esti-
mate p̂ maximizing the log-likelihood function can be formulated
as a non-linear optimization problem:

p̂ = argmax
p∈P

logp(r |p) = argmin
p∈P

∥r −X (τ ,ϕ)α̂ ∥2. (9)

The parameters τ and ϕ are determined via the geometry, and
these parameters in turn build the hypothesized CIR X (τ ,ϕ)α̂ ,
which is compared to the observed CIR r . The position for which
the hypothesis comes closest to the observation (and thus maxi-
mizes the likelihood) is chosen as the position estimate p̂. Search-
ing for a global maximum requires to evaluate (9) at each feasi-
ble tag position P, i.e., all positions within the communication
range to the anchor. As shown in [26], this exhaustive search can
be limited to potential candidate points that are located along a
circle around a with radius d̂0. We consider NC candidate points
P = {p(j)}NC

j=1 where each point is drawn independentlywith Gauss-
ian distributed radius d(j) ∼ N(d̂0,σ 2

DW) and uniformly distributed
angle ϕ(j) ∼ U(0, 2π ) [26]. Candidate points lying outside of the
room are discarded. These can be determined with simple line equa-
tion tests using the given floor plan. The number of candidate points
NC has a direct impact on the accuracy of the found estimate (9)
and will be studied in Sect. 6.3.

4 IMPLEMENTATION ON OFF-THE-SHELF
DEVICES

We implement SALMA on off-the-shelf UWB devices. After intro-
ducing the hardware in Sect. 4.1, we sketch the scheme used to
derive the distance between the tag and anchor as well as the CIR
rm in Sect. 4.2. We then illustrate how the system can support
multiple tags in Sect. 4.3 and describe the implementation of the
position estimation in Sect. 4.4.

4.1 Hardware
The system consists of Decawave EVB1000 platforms used for both
anchor and tags (Fig. 3a). These platforms employ the low-cost
IEEE 802.15.4-compliant UWB transceiver DW1000 [5]. The tags
are battery-powered and can be moved around freely. The anchor,
instead, is located at a fixed position a and is connected to a note-
book running MATLAB. The antenna at the tag is a self-made
linearly polarized omni-directional dipole antenna (Fig. 3b), but
any off-the-shelf omni-directional UWB antenna is suitable. At the
anchor, instead, we employ either a single omni-directional antenna
(Sect. 4.4) or multiple directional antennas (Sect. 5.2).
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(a) (b) (c)

Figure 3: Decawave EVB1000 node (a) with self-made omni-
directional dipole antenna (b) and switchable directional an-
tenna system employed in Sect. 5.2 (c).

Transmitted pulse shape. The proposed signal model in (1) re-
quires a known transmitted pulse shape sDW(t). The IEEE 802.15.4-
2015 standard allows the generation of an arbitrary pulse shape, as
long as it fulfills certain requirements on its cross-correlation with
a standard reference signal, a root raised cosine pulse with a roll-off
factor of β = 0.5 [50]. Decawave follows the IEEE 802.15.4-2015
standard, but does not provide information regarding the trans-
mitted signal of the DW1000. Therefore, we identify sDW(t) in a
measurement campaign. We place a transmitter and receiver 1m
apart from each other in clear LOS conditions. The receiver logs
1000 CIRs. In a post-processing step, we separate the LOS from the
CIR and calculate an average over these signals, which defines the
transmitted pulse shape sDW(t) of the DW1000.

4.2 Acquiring CIR and ranging
As shown in Fig. 1a, the localization engine of SALMA requires to
estimate the distance d̂0 between the tag and the anchor, and to
derive information about the multipath propagation by acquiring
the CIR provided by the DW1000.
Two-way ranging. Due to the missing synchronization between
anchor and tags, we employ a double-sided two-way ranging
scheme (DS-TWR) to estimate the distance d̂0 = ∥p − a∥ between
each tag and the anchor (see Fig. 4). The DS-TWR scheme con-
sists of three messages, each of which contains an 11-byte MAC
header embedding source and destination address, as well as a 16-bit
checksum. The payload of the first message (INIT ) and the second
message (RESP) is 1 byte long (MSG_ID). The last message (FINAL)
is 16 bytes long and contains the message ID as well as three 5-byte
timestamps [13]. The uncalibrated distance d̂TWR is calculated in the
DS-TWR scheme with [6, pp. 213]:

d̂TWR =
Tround1 ·Tround2 −Tr eply1 ·Tr eply2
Tround1 +Tround2 +Tr eply1 +Tr eply2

(10)

To calibrate the distance estimate, we perform 5000 DS-TWR
trials between the anchor and a tag placed 2 m apart from each
other. The derived variance and mean of the difference between
the reported distance d̂TWR and the true distance d0 = 2m is
σ 2
DW = (0.054m)2 and µ = 0.26m, respectively. Hence, the cali-

brated distance estimate follows as d̂0 = d̂TWR − µ. The distance d̂0
and the variance σ 2

DW define the distribution of the candidate points
around the anchor, as shown in Sect. 3.3.

TAG ANCHOR

Figure 4: Double-sided two-way ranging scheme.

Acquisition of CIR. Besides deriving the distance d̂0 between an-
chor and tag, the anchor acquires the CIR rm from the FINAL mes-
sage received from the tag. Fig. 1b illustrates an exemplary rm . The
sampling period is set toTs = 1/fs = 1/(2 · 499.2MHz) = 1.0016 ns.
Each sample consists of a 16-bit real integer and a 16-bit imaginary
integer resulting in a total size of 4048 Bytes. To reduce the amount
of data read via SPI from the DW1000, we limit the length of the
CIR to Ns = 100 samples.

Having the tags initiate the DS-TWR lets the anchor receive the
required information to run the localization algorithm (i.e., the INIT
and FINAL message). At the same time, it also allows to shift the
burden on the anchor, which is typically static and much more pow-
erful than tags, as it is line-powered and connected to a backbone
localization engine that performs the CPU-intensive calculations.
This is advantageous in real-world deployments, as tags are able
to control the position update rate based on their energy budget.
For example, by equipping a tag with an accelerometer, one can
initiate a position update only in case of a movement, and remain
in low-power mode otherwise.

4.3 Supporting multiple tags
We have so far considered only a single tag placed at an unknown
position p. SALMA can support up to Nt tags placed at positions
pi (with i = 1...Nt ) by employing a slotted ALOHA scheme. The
duration of a time-slot is related to the computation time necessary
to obtain a position estimate (evaluated experimentally in Sect. 6.4)
plus a guard interval of 1 ms at the start/end of each time-slot to
overcome mis-alignments due to clock drifts.

In our current implementation, the anchor periodically broad-
casts beacon messages embedding information about the time-slots’
occupancy every 30 seconds3. Tags are not assigned to specific time-
slots, but have instead the freedom to use any of the unoccupied
ones: this enables a tag to use several time-slots in case it requires a
higher update rate. In principle, this scheme may lead to collisions if
two tags pick the same time-slot. This is, however, a well-known is-
sue that has been largely studied in RFID systems where the reader
sends a request and tags pick a random slot to answer [8, 42]. Ex-
isting anti-collision schemes can be readily applied also in SALMA.
For example, the anchor can monitor the number of occupied slots
and adjust their number accordingly, or adapt the slot duration by
changing the number of candidate points.

3Due to the stable clock of the EVB1000 board (10 ppm), an even higher interval
between beacon messages can be safely selected.
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4.4 SALMA-light: Position estimation using
omni-directional antennas

After the anchor has acquired the estimated distance d̂0 and the CIR
rm , SALMA needs to carry out the position estimation as described
in Sect. 3.3.We provide a first implementation of such a position esti-
mation by equipping the anchor nodewith a single omni-directional
antenna: we call this implementation SALMA-light. When using a
single antenna, only a single CIR observation is available, which
greatly simplifies the signal model from (3) withM = 1.
Obtaining a position estimate. We use d̂0 to obtain candidate
points, as described in Sect. 3.3. At each candidate point, only the
MPC delays τk are calculated using (4), since the beampattern has
no effect on the estimate. The amplitude estimate from (8) requires
a computationally demanding matrix inversion, and, in the case of
overlapping MPCs, the matrix might not even be invertible. Hence,
we approximate the log-likelihood value from (9) iteratively [26]:

init : r (0) = r

for k = 1 . . .K : αk = sH(τk )r (k−1) (11)

r (k) = r (k−1) − αks(τk ) (12)

Essentially, we take the observed CIR r and sequentially subtract
sub-hypotheses (αks(τk )) by using pulses shifted to the respective
τk and weighted by single amplitude estimates αk . The resulting
r (K ) is then the left-over ‘residual’ signal. The latter represents how
similar the hypothesized and measured CIRs are, and is thus used as
an approximation of the log-likelihood. This procedure is repeated
for each candidate point and the one with highest log-likelihood
value is chosen to be the tag position estimate p̂.
Limitation: multipath ambiguities. While this method is sim-
ple, the non-accessible beampattern restricts the algorithm to delay
information only. This restriction makes the algorithm sensitive
to overlapping MPCs, as well as to ambiguities in the delay times
of MPCs, which may degrade the positioning performance signifi-
cantly, as shown in Sect. 6.2.

5 TACKLING MULTIPATH AMBIGUITIES
As discussed in Sect. 4.4, SALMA-light uses measurements from
a single antenna only, which makes the algorithm sensitive to
overlapping MPCs and ambiguities. In this section, we introduce
SALMA-full: an enhanced version of the system in which the anchor
makes use of multiple switchable directional antennas4. Hence, we
may now take advantage of the full signal model from (3), where
each antennam is characterized by its beampattern bm (ϕ) covering
one sector of the azimuth plane.

The combined observations of the antennas enable the system
to separate closely-arriving MPCs in the spatial domain. However,
the combination of several antenna measurements requires phase-
coherency between the measurements, which is not given by low-
cost transceivers. In the following, we tackle the phase-coherency
issue (Sect. 5.1), describe how to carry out position estimation using
directional antennas (Sect. 5.2), and highlight the key differences
in the employed hardware compared to SALMA-light (Sect. 5.3).

4This system was showcased at SenSys’17 [11].

5.1 Non-phase-coherent amplitude estimates
Phase-coherency demands accurate radio clocks, which are not
provided by off-the-shelf UWB transceivers like the DW1000. In
our case, this affects the implementation of the presented amplitude
estimates in (8). Inaccurate clocks between consecutive measure-
ments are perceived as a phase change in the baseband-equivalent
CIR. Thus, amplitude estimates from consecutive measurements
differ in their complex-valued phase αk,m ≈ e jφαk,m′ , where φ
denotes the unknown phase offset. However, the unkown phase
offset φ is required for the position estimate in (9).

To overcome the necessity of phase coherency, we follow the
approach presented in [27]. Assuming non-overlapping MPCs
(s(τk )Hs(τk ) ≈ 0), an MPC amplitude αk can be estimated indepen-
dently as projection of the normalized signal sH(τk )

sH(τk )s (τk ) onto the
m-th measurement rm according to

αk,m =
sH(τk )rm
sH(τk )s(τk )

. (13)

Furthermore, the amplitude estimate in (8) can be written as
complex-valued average. Relaxing the complex-valued weighted
average by an absolute-valued average [41] results in an estimate
of the k-th MPC amplitude αavgk according to

α
avg
k =

M∑
m=1

|αk,m | · |bm (ϕk )|2

M∑
m′=1

|bm′(ϕk )|2
. (14)

The remaining phase ∠αk,m is extracted from the individual an-
tenna measurements and the amplitude estimate α̂avgk,m of them-th
antenna and k-th MPC results in

α̂
avg
k,m = α

avg
k exp(j∠αk,m ). (15)

This approximation combines MPC amplitudes from non-phase-
coherent measurements, taking into account the directivity of the
M antennas.

5.2 SALMA-full: position estimation using
directional antennas

In contrast to SALMA-light, SALMA-full collects observations from
M directional antennas. The antennas are physically separated (see
Fig. 3c), which results in different range estimates from tag to each
antenna. Since this difference is smaller than the standard deviation
of the DW1000 ranging, this error can be neglected. However, to
create the candidate points as described in Sect. 3.3, we use the
mean value of all ranges.

For each candidate point, the MPC parameters τ and ϕ are cal-
culated using the VA positions in (4) and (5), respectively. For the
amplitude estimates, the same iterative approach is followed as
in Sect. 4.4, but it is adapted to use the stacked observed CIRs
r = [rT1 , . . . ,rTM ]T and to take the non-coherent amplitude es-
timates from the previous section into account. For this, in the
iteration step (11), we use αavgk from (14), and for step (12), we use

r (k )m = r (k−1)m − bm (ϕk )α̂avgk,ms(τk ).
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This gives us a (stacked) residual r (K ) =
[(r (K )

1 )T, . . . , (r (K )
M )T]T

representing the similarity between the hypothesized andmeasured
CIR that is used as an approximation for the log-likelihood. The
final estimate p̂ is obtained by evaluating the log-likelihood for each
candidate point and by picking the one achieving the maximum.

Two aspects are worth of note regarding the beampatterns
bm (ϕ) of the antennas: first, we use 36 sampled values bm (i · Φs )
with a spacing of Φs = 10◦ obtained from a measurement cam-
paign. Second, when the anchor is employed, it can be oriented
with Φo = j · 10◦, where j might be chosen as desired. For the
implementation, this value has to be known. SALMA then uses
bm

(⌊ ϕk+Φo+510 ⌋ mod 36
)
to approximate bm (ϕk ), also taking the ori-

entation into account.

5.3 Hardware differences
In contrast to SALMA-light, in SALMA-full we exploit four
self-made and low-cost directional antennas with a half-power
beamwidth of about 150◦ (see Fig. 3c). The antennas are mounted
such that each one points in a different cardinal direction. The
evaluation in Sect. 6.2 shows that, even with this wide beamwidth,
SALMA achieves an error below 20 cm for 90% of the estimated
positions. The higher number of antennas increases the acquisition
time of CIRs and distance estimates. Hence, the acquisition duration
is higher than that of SALMA-light, as discussed in Sect. 6.4.

6 EVALUATION
We evaluate the positioning capabilities of SALMA in challenging
indoor environments: an office (Room A, see Fig. 5a and 6a), and
a stockroom (Room B, see Fig. 5b and 6b). After describing the
experimental setup in Sect. 6.1, we answer the following questions:

• What is the benefit of using SALMA-full over
SALMA-light? (Sect. 6.2);

• What is the accuracy achieved by SALMA, and at which
computational costs? (Sect. 6.3);

• How long does it take to estimate a position, and what are
the implications on scalability? (Sect. 6.4);

• Do more (and better) antennas improve the performance of
SALMA? (Sect. 6.5).

We answer all these questions in Room A under clear LOS con-
ditions. In Sect. 7, we will then specifically evaluate how SALMA
performs in more challenging environments with obstructed LOS
(both rooms), and a dynamic environment due to moving objects
and people (Room A).

6.1 Experimental setup
We carry out the evaluation in an office containing obstacles and
scattering objects such as desks, chairs, shelves, and PC monitors,
as shown in Fig. 5a and 6a (Room A). We place the tag in NEP = 35
evenly distributed evaluation points, while fixing the anchor next to
the table. We mount both anchor and tag on a tripod at a height of
1.50 m, i.e., well above the obstacles, so to have clear LOS conditions.
The anchor is connected to a Lenovo ThinkPad T450s notebook
running MATLAB. The tag, instead, is battery-powered and can
move freely. The only pre-processing required by SALMA is to enter
the anchor location and orientation as well as the coordinates of the
surrounding four wall segments. The following settings are used
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Figure 5: Evaluation setup (2D-plan): we consider 35 evalua-
tion points (red crosses) in two different environments.

(a) Room A (office): Picture

(b) Room B (stockroom): Picture

Figure 6: Evaluation setup (Picture): the white dashed line
marks the measurement height under obstructed LOS.
by the DW1000: maximum data rate (6.8 Mbps), pulse repetition
frequency of 64 MHz, and a preamble symbol repetition of 1024.
Channel 7 is used due to its high bandwidth (900 MHz) and since
our self-made directional antennas are optimized for this band. At
each evaluation point (denoted by pEP), we perform 100 position
estimates, hence carrying out 3500 evaluations in total for both
SALMA-light and SALMA-full.We denote the i-th position estimate
by p̂i , and obtain the absolute position error with

Erri = ∥p̂i − pEP∥. (16)
Statistically, we look at the cumulative distribution function (CDF)
over the errors Erri using all evaluation points (i.e., 3500 estimates)
for different configurations, as illustrated in the upcoming sections.

6.2 SALMA-light vs. SALMA-full
In this section we examine the performance of both SALMA imple-
mentations comparatively.
Handling ambiguities. SALMA-light relies solely on the position
information contained in the arrival times of MPCs. Hence, the
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Figure 7: Evidence of multipath ambiguities.

resulting likelihood for the positions is highly multimodal, or in
other words, there are multiple regions that seem to best fit the
observed signal. This is demonstrated in Fig. 7, which shows the
positioning result using SALMA-light (Fig. 7a) and SALMA-full
(Fig. 7b) for one estimation run on position 34 (cf. Fig. 5a). The
colored dots indicate the candidate point positions, where the color
represents the likelihood values (red=high, blue=low). SALMA-light
has three regions showing similarly high likelihood values (red and
orange dots), caused by similarly longMPC paths, which results in a
completely wrong estimate. In contrast, SALMA-full can narrow the
estimate down to find the true position of the tag. This is possible
due to the combined directional antenna observations, where wrong
candidate points have low likelihood values because amplitude
values do not fit to the antenna patterns.
Quantitative comparison.We show the improvement quantita-
tively by accounting for all 3500 estimates via the CDF of the abso-
lute position error. Fig. 8 shows the CDF for SALMA-light (dashed
blue line) and SALMA-full (solid orange line). With SALMA-light,
67.3% of all evaluations have a position error below 25 cm. On the
other hand, 21.7% of the evaluations have an error above 1 m: these
outliers are caused by the multipath ambiguities, as just explained.
By using directional antennas, SALMA-full can mitigate these out-
liers: 90% of all evaluations are below 20.17 cm, whilst 99% of the
evaluations are below 29.72 cm.

We can hence conclude that SALMA-full clearly outperforms
SALMA-light thanks to the additional angular information. Hence,
we focus the next evaluations on SALMA-full only.

6.3 Localization accuracy
With the promising results shown in Sect. 6.2, we investigate the
accuracy of SALMA in more detail, and focus also on the computa-
tional costs.
Role of candidate points. We examine the impact of the num-
ber of candidate points used by SALMA-full. To this end, we
perform 3500 estimates for different number of candidate points
NC ∈ {50, 100, 200, 500, 1000}. Fig. 9 shows the resulting CDF: even
when using only 50 candidate points (blue, star), 90% of the es-
timates have an error below 30 cm. However, there are outliers
for about 5% of the estimates. Increasing the number of candidate
points removes the outliers and improves the performance to a “sat-
uration point” at about 200 candidate points (i.e., a higher number
of points gives negligible improvements). Hence, we make NC=200
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Figure 8: SALMA-light sustains an accuracy below 30 cm
only in 70% of the cases due to multipath ambiguities. By
exploiting the angular domain, SALMA-full exhibits an er-
ror below 30 cm in 99% of the cases (Room A).
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Figure 9: Impact of the number of candidate points on
SALMA’s accuracy: NC=200 acts a good trade-off.

our preferred setup and use it for all further evaluations, unless
stated otherwise. The number of candidate points increases the
computation time linearly, so NC can act as a trade-off between
computational costs and accuracy, as illustrated in Sect. 6.4.
Individual evaluation points. A more detailed display of the ac-
curacy is shown in Fig. 10a. For the 100 estimates at each position
of Room A, the mean (blue circle) and the 3-fold standard devi-
ation (black error ellipse) are shown. The former indicates that
there is little estimation bias (distance to ground truth). As for the
standard deviation, with the good ranging precision of UWB, the
ranging deviation is small (facing the LOS), while info gained by
the MPCs determines the angle deviation (perpendicular to the
LOS). Overall, the good performance is reinforced, while there are
certain positions (e.g., 9, 16, and 18) with a slightly higher bias. Of
special note is that the accuracy of SALMA does not degrade at
higher ranges: pos. 8, 16, and 24 are placed more than 4 meters apart
from the anchor, but their estimates are as accurate as the ones
obtained at positions much closer to the anchor. This is highlighted
in Fig. 11 showing the average position error with respect to the
real distance between anchor and tag. This stands in contrast to
many other indoor positioning techniques, where the inaccuracy
increases quickly with the range, e.g., visual systems [34].

6.4 Scalability
The number of supported tags by SALMA is limited by (i) the
computation time of the position estimation, (ii) the duration of
the DS-TWR, as well as (iii) the time needed to stream the CIR and
additional info to the notebook via USB. The duration of a DS-TWR
is mainly defined by the packet length of its three packets, which
is 3.49 ms. Streaming one CIR to MATLAB takes 4.62 ms.

113



SALMA: Single-anchor Localization System using Multipath Assistance SenSys ’18, November 4–7, 2018, Shenzhen, China

13

21

2229

30

28

2732

26
33

34

25
35

12

6
1

7

5
11

4

10

9 3

824

18
23

15

19

14

17

16

20
31

2

0 2 4
0

2

4

6

x-dimension in meter

y-
di
m
en
sio

n
in

m
et
er

(a) Clear LOS

13

21

2229

30

28

2732

26
33

34

25
35

12

6
1

7

5
11

4

10

9 3

824

18
23

15

19

14

17

16

20
31

2

0 2 4
0

2

4

6

x-dimension in meter

(b) Obstructed LOS

Figure 10: Error ellipses showing position bias and three-
fold standard deviation (Room A).

The computation time of the position estimation depends on the
notebook’s performance and on the number of candidate points.
In the evaluations, the algorithms are performed in MATLAB on a
Lenovo ThinkPad T450s with 2.59 GHz clock and 8 GB RAM. An
increase in the number of candidate points scales the computation
time linearly. Thus, we evaluate the time needed per candidate
point. SALMA-light takes 174.77±12.2 µs and SALMA-full requires
955.13±23.5 µs per candidate point. Thus, with NC = 200 candidate
points, the algorithms take 34.95 ms and 191.03 ms, respectively.
The overall duration of a position estimation with SALMA-light
when using NC = 200 is hence 43.06 ms, resulting in an update rate
of 23 Hz. Using NC = 50, instead, gives an update rate of 60 Hz.

When using SALMA-full, for each antenna a DS-TWR trial is
performed and four CIRs are acquired: this reduces the achievable
update rate. In total, SALMA-full requires 223.5 ms for NC = 200
and 79.8 ms for NC = 50, resulting in an update rate of about 4.5 Hz
and 12.5 Hz, respectively. Thus, SALMA can easily compete with
comparable solutions and outdoor positioning systems like GPS.

6.5 The role of the antenna
We examine next how SALMA would perform when using more
antennas with more directive beampatterns. As such antennas are
not yet commercially available, we simulate artificial CIRs (r ) and
ranging (d̂0) for the same tag positions shown in Fig. 5a. For any
tag position p, we can create an artificial CIR in two steps:

(1) Specular part: we shift and add pulses sDW(t−τk )weighted by
beampatternb(ϕk ) and amplitudeαk using the known delays
τk and angles ϕk . The amplitude exhibits free-space path-
loss and each reflection halves the magnitude. We consider
MPCs up to order two.

(2) Scattering part: we simulate diffuse multipath by drawing
realizations of a Gaussian random process whose variance
is defined by a double exponential power delay profile ac-
cording to equation (9) from [22]. Additionally we simulate
AWGN measurement noise with an SNR of 29.5 dB at 1 m.

This simulation setup allows us to adjust the half-power beamwidth
(HPBW) of the antennas and to recreate the effect of clutter by
setting a signal-to-interference5 ratio (SIR). The latter is defined
by the ratio between LOS and scattering energy. We determined
empirically that an SIR of 3 dB properly describes the environment.
5Interference, in this case, refers to self-interference due the scattering part.
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Figure 11: Average position error w.r.t. the real distance.
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Figure 12: Simulated performance of SALMA when using
multiple antennas with more directive beampatterns.
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Figure 13: Performance of SALMA in clear LOS, obstructed
MPC, and obstructed LOS situations in Room A.

To recreate the performance behavior from the SALMA-full mea-
surement runs described in Sect. 6.3, we set the HPBW to 150◦,
matching the properties of the used antennas. Additionally, we
carry out simulations using six antennas with a HPBW of 90◦, re-
flecting a higher quality implementation. Fig. 12 shows the results.
On the one hand, we can see that the SALMA-full simulation (red
curve) fits the measured results (purple curve) closely. A slightly
better performance is achieved in the simulation, because the im-
pact of bias due to floor plan inaccuracies is not present. On the
other hand, we can notice that, when simulating six antennas (blue
curve), the performance of SALMA improves significantly: the 90%
error decreases by about 10 cm to almost reach the sub-decimeter
mark, whilst 99% of the estimates achieve an error below 20 cm.

7 ROBUSTNESS TO NON-LINE-OF-SIGHT
AND DYNAMIC ENVIRONMENTS

Indoor environments are inherently highly dynamic due to mov-
ing humans and objects. Thus, the value of a localization system
strongly depends on (i) its performance under obstructed LOS, (ii)
its behavior in different environments and (iii) its robustness in
crowded settings. In this section, we discuss the performance of
SALMAunder non-line-of-sight (NLOS) conditions (Sect. 7.1), when
furniture is moved without updating the map (Sect. 7.2) and in the
case of a highly-dynamic and crowded environment (Sect. 7.3).

114



SenSys ’18, November 4–7, 2018, Shenzhen, China B. Großwindhager et al.

7.1 Performance under NLOS conditions
In situations of a blocked LOS, range-based systems suffer from a
positive bias [36]. This is either caused by the lower propagation
speed in case the signal propagates through the obstacle, or, in case
of a fully blocked LOS, due to the misinterpretation of a reflection
as the direct path.
Distance bias. SALMA requires the distance estimate d̂0 between
anchor and tag to distribute the candidate points on a circle around
the anchor as described in Sect. 3.3. Thus, an obstructed LOS causes
an increase in the radius of the circle. First, we analyze the impact of
different objects on d̂0. We place tag and anchor 2 m apart from each
other and perform 1000 DS-TWR trials with different objects block-
ing the LOS. The objects included: a metal plate (800×450×3 mm),
PC monitors, and humans. The threshold-based mechanism of the
DW1000 was able to detect a leading edge corresponding to the
LOS in each of the trials. But, indeed, the obstructed LOS leads to
a positive bias in the range estimate. Metal plate and PC monitor
caused a range bias of 11 cm and 13.1 cm, respectively. Even in the
case of humans blocking the LOS, the leading edge was successfully
detected, but two humans blocking the LOS already led to a range
bias of 41.8 cm. Further evaluations will show that SALMA is robust
even in the case of a range bias.
Accuracy evaluation. SALMA is not just making use of the
LOS component, but also of specular MPCs. Thus, we evalu-
ate SALMA also in situations of blocked MPCs. We repeat the
evaluation in Room A described in Sect. 6.1: this time, however,
we mount the tag and the anchor at a height of 1.20 m, corre-
sponding to the height of monitors, shelves, and people in the
room. Depending on the position of the evaluation points, this
results in obstructed LOS for twelve of these points EPOLOS =

{3, 8, 9, 10, 15, 16, 18, 19, 25, 26, 33, 34}, which results in 1200 eval-
uations. Note that, for all these evaluation points, there were
also specular MPCs blocked by objects. For twenty points, in-
stead, the LOS was still clear but specular MPCs were blocked
EPOMPC = {1, 2, 4 − 7, 11 − 14, 17, 20 − 24, 27, 28, 32, 35}. In total,
2000 evaluations were acquired in these situations. The remaining
300 evaluations are still in clear LOS with no blocked MPCs, thus,
they are ignored. Fig. 13 (magenta dash dotted line) shows the CDF
of all evaluations under blocked LOS (EPOLOS ). The median is at
14.5 cm and the error for 90% of the estimates is still below 30.7 cm.
The blue dashed line in Fig. 13 shows the CDF just considering
evaluations where significant multipath components are blocked
by obstacles or humans (EPOMPC ). The median is at 10.25 cm and
the error for 90% of the estimates is below 30.52 cm. This shows
that SALMA remains robust even in the case of blocked MPCs.
Qualitative evaluation. In Fig. 10b, we see again the accuracy
for individual evaluation points, now for the obstructed LOS case.
While the position bias (distance blue circles to red crosses) did
not increase significantly, we can see that the variance in the an-
gular direction increases for most of the evaluation points. The
error ellipses shown in Fig. 10b indicate two evaluation points with
significantly higher variances (no. 17 and 18) as the other points.
The reason is the unfortunate position of the anchors in this case.
The PC monitors and obstacles at the left and right wall block the
respective MPCs, thus, the position information obtained at these
positions comes only from the LOS and the reflection from the
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Figure 15: Performance of SALMA in Room B in the case of
moving obstacles (storage racks are empty or filled).

window. Since these two reflections are arriving at the same angle,
SALMA suffers from a poor geometric configuration. This results in
ambiguities similar to the ones shown in Sect. 6.2. Due to significant
MPCs from the left and right wall, this situation was not evident in
the clear LOS case (see Fig. 10a).

7.2 Performance in stockroom with moving
obstacles

In Sect. 6 and 7.1, we have performed all the measurements in
Room A. To prove the capabilities of SALMA also in more challeng-
ing environments and in the presence of moving obstacles, we have
evaluated its performance also in Room B (see Fig. 5b and 6b).
Performance in more challenging environments. To chal-
lenge SALMA, we chose a stockroom that is larger than Room A
(46.7 m2 vs. 31.6 m2) and cluttered with desks, storage racks (bright
rectangles in Fig. 5b) and several other metal objects (see Fig. 6b).
We have mounted anchor and tag at a height of 1.20 m. Fig. 15
(solid orange line) shows the CDF of all evaluations in Room B.
The median is at 18.6 cm and 90% of all estimates obtain an error
below 44.5 cm. Thus, compared to the evaluation in Room A, the
performance of SALMA is slightly worse due to the larger room
with more clutter and wall materials with unfavorable reflective
properties (see Sect. 8). Fig. 14 shows the accuracy for individual
evaluation points. Similar to Room A (see Sect. 7.1), some positions
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Figure 16: Snippet of a 24-hours experiment in dynamic environments. The dashed blue line depicts the mean error of 50
position estimates over time, whilst the solid orange line shows the 90% error. Despite the people moving in/out of the room
(green line), SALMA can sustain a decimeter-level position accuracy.

(e.g., 4, 5, 12, 18, 24) suffer from an unfavorable anchor placement
as the LOS is arriving from the same angle as strong reflections.
Moving obstacles. The performance of localization systems based
on RSS profiling and fingerprinting is highly affected by moving
obstacles. Thus, changing the furniture in a room often requires
to update or repeat measurements. To evaluate the performance
of SALMA in the case of moving obstacles or furniture, we have
stocked up the storage racks in Room B with full beer crates and
other objects (see Fig. 6b). As the goal of SALMA is to minimize the
setup effort, we do not model reflections from obstacles such as the
full storage racks. Fig. 15 shows that the position error (dashed blue
line), while higher due to the range bias introduced by obstructed
LOS, still stays in reasonable bounds, relatively unaffected by the
additional reflections. Thus, SALMA only slightly loses accuracy
in favor of practicability and setup time.

7.3 Performance in a crowded environment
For a final stress test of SALMA and to evaluate its behavior in a
dynamic environment including NLOS situations, we employed our
system again in the office scenario (RoomA) for a non-stop 24 hours
run. The system was exposed to the usual ongoing work flow that
involves multiple people passing by the system, thereby blocking
the LOS or MPCs, hence creating a dynamic environment. During
the 24 h experiment, SALMA localized three tags at representative
positions (positions 3, 15, and 33) simultaneously. The positions
were deliberately chosen to be under obstructed LOS. Every five
seconds we estimated the tag positions resulting in 51840 position
estimates. We evaluate the performance of the system on multiple
levels. Fig. 16 shows the mean error (dashed blue line) and the 90%
error (solid orange line) over 50 position updates from 07:00 - 21:00
o’clock. Additionally, we track the number of present people in the
room during the experiment (green stairstep graph). The figure
focuses on daytime, since over night no one was in the room and
the performance remained constant. It can be seen that the usual
working environment (with the two designated working people
present) does not impair the performance of the system providing
an average error below 11.2 cm. In terms of present people, there
are two events prominent in Fig. 16: at 11:00 o’clock there was a
meeting with five people and at 14:00 o’clock we have presented
SALMA to thirteen people making it in total fifteen people in the
room simultaneously. We asked people to move around the room
freely during the presentation, thus, the LOS and the MPCs were

obstructed in a dynamic fashion. Even though the error increases
during these periods, still, when the room was completely filled
with people, the average error was below 34 cm and the 90% error
below 79 cm. The latter indicates that SALMA is robust also in a
highly dynamic environment and under NLOS conditions.
Comparison to other multi-anchor systems. Comparing the
accuracy of SALMA with other UWB-based systems is difficult,
as they are either evaluated in mobile 2D [15, 31, 52] or static
3D [23, 24] scenarios. Silva et al. [49] report a 2D static LOS mean
error of 16.6 cm. SALMA instead achieves an average error of just
9.85 cm in clear LOS. Kempke et al. [23, 24] report a 90% error of
77 cm and 50 cm in static 3D, respectively. In contrast, SALMA
achieves a 90% error of 50 cm between 14:00-14:30 o’clock, thus,
under obstructed LOS and when up to fifteen people were walking
around. Therefore, it is fair to say that SALMA can compete and
even outperform existing systems, despite using just a single anchor.

8 DISCUSSION
Our evaluation demonstrates the capabilities of SALMA to perform
accurate positioning in typical indoor environments. However, it
has also highlighted a number of challenges and open questions
that we will elaborate in detail in this section.
Sensitivity to chosen anchor position. Due to SALMA’s princi-
ple, just one anchor per room is required. In our evaluations, we
examined two typical choices for anchor positions, namely, in the
vicinity of the room center (Room A) and in the corner of the room
(Room B). Both variants have pros and cons: in Room A we have a
full candidate point circle for many ranges, which increases the risk
of ambiguities, especially for SALMA-light. However, SALMA-full
can take full advantage of the beampatterns in all directions to
stay relatively unaffected (as we have demonstrated in Sec. 6.2).
In Room B, we have, at most, a quarter circle of candidate points:
on the one hand, this reduces possible ambiguities. However, on
the other hand, this results in higher ranges with reduced signal
strength and reduced benefit from the angular information. We also
pointed out some difficult positions in both rooms where LOS and
the strongest reflection come from the same direction, resulting in
a plateau in the likelihood which leads to a dilution of precision.
These cases exist no matter what anchor position is chosen.

The anchor orientation can be set arbitrarily, but it has to be
fixed and known to correctly weight the amplitudes.
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Including the third dimension. SALMA is designed specifically
to perform 2D positioning. This choice is rather pragmatic: physical
and algorithmic setup of the system are simplified dramatically,
enabling a practical implementation with short setup time and
efforts, while only using a single anchor. Also, many applications
(e.g., navigation tasks) do not require any height information. In
principle, the methods can be extended to the third dimension: (i)
determining the VAs can be done by mirroring at plane surfaces,
(ii) for the MPC angle one needs to take the elevation beampatterns
into account and (iii) the candidate points are placed on a range
sphere rather than circle. However, this drastically increases the
computational complexity and makes the position likelihood even
more multimodal. A 3D model of the environment could help to
avoid ambiguities due to floor or ceiling reflections, however, our
antennas exhibit a fairly narrow elevation pattern, hence, the impact
of ceiling, floor, and other reflections is limited significantly.
Effect of wall materials. The main setup effort for SALMA is the
determination of reflecting surfaces in the considered environment.
However, additional care has to be taken with regard to the material
of the surfaces. Preferably, materials such as glass and metal enable
good reflectors and including them in the models enhances the
position estimate. On the other hand, plaster boards or wooden
surfaces, even if they are flat and smooth, give little to no contri-
bution in terms of specular reflections and can in fact decrease
the performance. For example, in Room B, the eastern wall, even
though close to the anchor, is made out of plasterboard and does not
contribute with a specular multipath component. Thus, it should
not be included in the signal model as a source of a virtual anchor.

9 RELATEDWORK
Indoor localization technologies. Many RF technologies have
been investigated for indoor localization, such as Wi-Fi [9], Blue-
tooth [1, 3], and IEEE 802.15.4 [29, 44]. However, these systems
hardly achieve an accuracy below 1 m, require a high amount of
reference nodes, and typically come with a high deployment effort.
Optical systems are among the most accurate indoor localization
systems, but cannot inherently operate in NLOS conditions [34].
SALMA, instead, reaches a median error of 15 cm and a 90% error
of 30 cm even in obstructed LOS conditions. Acoustic systems can
also achieve decimeter-level accuracy, but their biggest enemy –
multipath propagation – is SALMA’s best friend [30, 37].
UWB indoor localization systems.UWB-based systems can also
achieve decimeter-level accuracy [35, 57]. Recently, several systems
have been implemented using low-cost UWB transceivers [15, 23,
24, 31, 49, 52]. However, these systems require a high amount of
anchors, typically between eight [31, 52] and fifteen [24]. SALMA,
instead, uses a single anchor and – to the best of our knowledge –
no comparable solution exists. In terms of accuracy, as discussed
in Sect. 7.3, it is fair to say that SALMA can compete and even
outperform existing systems, despite using just a single anchor.
Multipath-assisted localization systems. Theoretical works
have discussed the performance bounds of multipath-assisted in-
door localization via simulation [10, 17, 55] and using very expen-
sive, bulky and wired-synchronized equipment [25, 32, 39]. Instead,

with SALMA, we are the first to enable the exploitation of multipath
reflections for low-cost, low-power wireless localization systems.
Directional antennas to enable single-anchor systems. Sev-
eral works have exploited electronically steerable or switchable
antenna systems to enable single-anchor localization using narrow-
band technologies [2, 48]. However, SALMA outperforms all these
systems due to the exploitation of the position-related information
provided by the MPCs. Sun et al. [51] presented a UWB-based sys-
tem claimed to achieve decimeter-level accuracy. However, their
measurement setup is vague and a thorough analysis of the system
performance is missing. Quing et al. [46] and Zhang et al. [56]
presented similar systems, but solely based on simulation.

Although not exploiting directional antennas, also Chronos [53]
requires just a single access point to estimate the position of another
device. In particular, Chronos uses an omni-directional antenna
array and emulates a wideband radio on commodity Wi-Fi systems.
Still, due to the position-related information provided by the MPCs,
SALMA outperforms Chronos in terms of accuracy. Furthermore,
by using the license-free ISM bands, Chronos interferes and is prone
to the interference of other devices using the 2.4 GHz band.

10 CONCLUSIONS AND FUTUREWORK
In this paper, we present SALMA, a low-cost UWB-based indoor
localization system that exploits multipath reflections to tear down
the position estimation to a unique solution while only using a
single anchor. Besides a crude floor plan and the position of the
anchor, the system does not need any prior calibration or training
phase. By using directional antennas, we increased the robustness
of SALMA against overlapping MPCs. We extensively evaluated the
performance of SALMA under LOS and NLOS conditions, as well as
during a 24 h stress-test to challenge SALMA in dynamic settings.
Under LOS, SALMA achieved a median error below 8 cm and an
error below 20 cm for 90% of the position estimates. Even under
obstructed LOS and in a highly dynamic environment SALMA
sustains a high accuracy.

Our aim in this paper was to show the outstanding capabilities
of SALMAwithout using a tracking filter and solely utilizing single-
shot single-anchor measurements. In future work, we will combine
SALMA with a particle filter and an inertial measurement unit to
benefit from past position estimates. Moreover, we will perform an
exhaustive evaluation of SALMA in mobile environments.
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Abstract—To enable future location-aware Internet of Things
(IoT) applications, Ultra-wideband (UWB) technology provides
centimeter-accurate distance estimations. In the common case of a
non-synchronized network, at least N ·(N−1) message exchanges
are required to derive the distance between N nodes. Enabling
concurrent ranging between an initiator and an arbitrary number
of responders can drastically reduce the amount of necessary
transmissions and hence increases the efficiency of UWB systems.
Although the feasibility of concurrent ranging has been proven
experimentally, several key challenges still need to be addressed
to practically implement concurrent ranging in real-world UWB
systems, such as the automatic detection of multiple responses,
the identification of a responder, as well as the detection of
overlapping responses (especially in the presence of multipath
components). In this paper, we provide a concurrent ranging
solution tackling the aforementioned challenges. Among others,
our solution enables (i) to detect responses in the CIR reliably,
(ii) to encode the responder ID in the CIR to allow personalized
ranging, as well as (iii) to mitigate the impact of overlapping
responses and multipath components. We further show how the
proposed solution increases the scalability of concurrent ranging
in real-world UWB-based distributed systems.

Index Terms—Channel impulse response, concurrent ranging,
Decawave DW1000, Multipath components, Ultra-wideband.

I. INTRODUCTION

Ultra-wideband (UWB) radios allow for precise ranging
and localization thanks to the high bandwidth (≥ 500 MHz).
Theoretical work on UWB technology dates back to the late
1990s and early 2000s [1], [2]. However, UWB was not
commercially successful [3] until (i) the release of the IEEE
802.15.4a amendment adding a UWB physical layer [4] and
(ii) the commercialization of the first low-cost IEEE 802.15.4-
compliant UWB transceiver, the Decawave DW1000 [5].
These two key drivers have allowed UWB to become a
key technology enabling location-aware IoT applications with
centimeter-level positioning accuracy [6].
Scheduled ranging. The distance between two UWB nodes in
a non-synchronized network is estimated by carrying out a
two-way ranging scheme, i.e., a pair-wise exchange of at least
two messages between two nodes: an initiator and a responder.
To estimate the distance between all N nodes in a network,
one typically needs to schedule the exchange of N · (N − 1)
messages. This procedure is not only time-consuming; it is
especially energy-inefficient, considering that the DW1000
radio draws up to 155mA and 90mA in receive and transmit
mode, respectively. This is significantly higher than for other
low-power wireless technologies such as BLE and LoRa [7].

Concurrent ranging. The short pulses transmitted by UWB
radios reduce multipath fading and, hence, allow to resolve
individual multipath components. Recent work has used this
capability to build multipath-assisted indoor localization sys-
tems [8], [9]. This property can also be used to extract the
simultaneous responses of an arbitrary number of responders.
This principle is called concurrent ranging and its feasibil-
ity was shown experimentally by Corbalán and Picco [10].
Instead of scheduling several ranging operations between an
initiator and other responders in the network, the latter reply
simultaneously to a single broadcast message. The different
responses (i.e., the transmitted pulses of the preamble from
each responder) are visible in the channel impulse response
(CIR) of the initiator. Hence, by detecting these pulses (i.e.,
by identifying the signal peaks associated to the responders
in the channel impulse response estimated by off-the-shelf
UWB transceivers), it is possible to estimate the path delay
and distance to all responders concurrently.

Open challenges. Although the feasibility of concurrent rang-
ing was shown experimentally by Corbalán and Picco [10],
several key challenges still need to be addressed to practically
implement concurrent ranging in real-world UWB systems.

I. Automatic detection of multiple responses. To practically
implement concurrent ranging, it is necessary to automatically
detect the responses of several nodes in the received CIR. In
other words, an initiator should be able to process the esti-
mated CIR at run-time and reliably identify the signal peaks
associated to the different responders. Although existing work
has discussed possible approaches to achieve this goal [10], a
practical implementation working at run-time is still missing.

II. Identifying responders. A key challenge hindering the feasi-
bility of concurrent ranging in real-world systems is the impos-
sibility of associating a distance estimate to a specific respon-
der, i.e., the anonymity of ranging. Previous work investigating
concurrent ranging applied artificial setups where all nodes are
placed in a line [10], which gives the initiator prior knowledge
about the order in which the signal peaks associated to the
responders are received in the CIR. In practical situations,
however, the relative locations of nodes are typically unknown.
Approaches making use of cross-correlation between the CIR
acquired with concurrent responders and a previously-obtained
CIR for each isolated responder [10] are also not applicable, as
the channel impulse response for an isolated responder varies
depending on its position and on the surrounding environment.

120



8m

5
.5

m

TX

RX
L
O

S
M

P
C

1
M

P
C

2

MPC3

MPC4

(a) Floor plan

0 2 4 6 8 10 12 14

0

0.5

1

A
m

p
lit

u
d

e LOS

MPC1

MPC2

MPC3

MPC4

0 2 4 6 8 10 12 14

distance [m]

0

0.5

1

A
m

p
lit

u
d

e
(b) Theoretical multipath reflections

Fig. 1: (a) Floor plan showing line-of-sight (LOS) path and first-order reflections (MPC1 – MPC4); (b) Theoretical multipath
reflections with a bandwidth of 900 MHz (top) and 50 MHz (bottom).

III. Detecting overlapping responses. If several responders are
at a similar distance from the initiator, their responses will
overlap, making it difficult to extract meaningful information
from the channel impulse response. To date, no practical
solution to decode overlapping responses has been presented.

IV. Mitigating the impact of multipath reflections. Another
open challenge is how to differentiate between a response
and a strong multipath component from another responder.
Corbalán et al. [10] suggested to use power boundaries based
on the Friis equation to differentiate between main CIR peaks
and disturbing multipath components. This principle has three
main issues limiting its applicability in real-world networks: (i)
the Friis equation is idealized and does not hold true in typical
UWB operational areas; (ii) in the case of an attenuated direct
path due to obstacles, it is likely that multipath reflections have
higher amplitudes than the direct path; (iii) the amplitude of
the peaks in a CIR derived from low-cost UWB transceivers
is highly varying. Hence, there is a need for algorithms that
operate independently of the absolute amplitude of the signal
peaks associated to the different responders.

V. Scalable concurrent ranging. Existing work has not yet
focused on how to maximize the number of responders per-
forming concurrent ranging. In current solutions, an initiator
can obtain responses from multiple responders, but only as
long as the latter are physically far away from each other,
which limits the applicability of concurrent ranging in typical
indoor UWB application settings.

Contributions. In this paper, we tackle all aforementioned
challenges and provide a solution that allows the practical
implementation of concurrent ranging on off-the-shelf UWB
devices. We hence significantly advance the state-of-the-art
in UWB concurrent ranging by addressing the yet open
challenges highlighted by recent feasibility studies [10].
First, we describe a method to let initiators automatically
detect responses in the channel impulse response at run-time
independently of their absolute amplitude, hence making

concurrent ranging feasible in real-world UWB applications
(Sect. IV). Second, we present a novel technique based on
pulse shaping that allows to associate a distance measurement
to a specific responder, so that ranging is no longer anonymous
(Sect. V). Third, we show that the employed algorithm allows
to detect the signal peaks associated to the different responders
reliably even in the case of overlapping responses (Sect. VI).
Fourth, we propose a method to prevent the overlap of
responses and strong multipath components from other
responders by employing response position modulation
(Sect. VII). Finally, we show that, by combining response
position modulation and pulse shaping, we can provide a
scalable concurrent ranging solution that can be practically
implemented on off-the-shelf UWB devices (Sect. VIII).
Before presenting our contributions in detail, we provide
the reader with basic information about ultra-wideband
technology (Sect. II) and concurrent ranging (Sect. III).

II. ULTRA-WIDEBAND BASICS

The use of a high bandwidth (and consequently very short
pulses) in UWB transceivers allows to resolve individual
multipath components (MPC) as illustrated in Figure 1. In
particular, Figure 1a shows a rectangular floor plan with a
transmitter (TX) sending pulse signals to a receiver (RX). Due
to the omni-directional wave propagation and to the reflections
from walls, multiple versions of the same pulse arrive at the
receiver. Figure 1a shows the line-of-sight (solid) as well as
the first-order MPCs (dashed), i.e., the pulse is reflected only
at a single object. Figure 1b shows the (theoretically) received
pulses. The top figure shows pulses with a bandwidth of 900
MHz (i.e., the maximum bandwidth of the DW1000 radio [5]),
whilst the bottom figure shows pulses sent with a bandwidth
of 50 MHz. Due to the steep rising edge at 900 MHz, the
precision of the distance estimation in a system based on time-
of-flight (ToF) is increased.
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Fig. 2: Estimated CIR obtained from the DW1000 radio in an
indoor environment. The path delay of multipath components
is marked with τk, where τ0 denotes the LOS component.

Furthermore, the multipath reflections at 50 MHz are highly
overlapping. This makes narrowband systems more susceptible
to multipath fading and – in contrast to UWB systems –
it is not possible to extract multipath components. This is
an important observation, as widely-used low-power wireless
technologies such as BLE have a bandwidth that is even
smaller than 5 MHz.

At a reasonably high bandwidth, Figure 1b resembles the
channel impulse response (CIR), i.e., information about the
multipath propagation consisting of reflections from walls and
scattering from other objects. The channel impulse response
h(t) can be modeled as [8]:

h(t) =

K∑

k=0

αkδ(t− τk) + ν(t) (1)

with αk and τk denoting, respectively, the complex-valued
amplitude and path delay of K deterministic multipath
components resulting from specular reflections from walls,
windows, or doors. The last term ν(t) is diffuse or non-
deterministic multipath, i.e., higher-order reflections or
signal components due to scattering. UWB transceivers
such as the Decawave DW1000 provide a channel impulse
response estimation to precisely estimate the arrival time
of a packet by detecting the first pulse in the CIR. The
DW1000 radio estimates the arrival time with a precision of
15.65ps (using a 63.9 GHz sampling clock), which results
in a distance resolution of 4.69mm [11]. Figure 2 shows
an exemplary estimated channel impulse response obtained
with the DW1000 radio. It depicts the line-of-sight (LOS)
component (τ0) and significant multipath reflections (τ1 – τ5).
Besides estimating the arrival time of a signal, the CIR
information can be used to enable multipath-assisted UWB
localization [8], [9]. Furthermore, the CIR can be used to
detect a degrading channel as well as any change of the
surrounding environment: this can be exploited to adapt UWB
physical layer (PHY) parameters and increase communication
performance [7]. In this paper, instead, we use the CIR to
receive simultaneous responses from several neighbors in a
single packet and to estimate the distance of a wireless node
to each of the neighbors simultaneously, as shown in Sect. III.

Initiator Responder 1 Responder 2 Responder N-1

Fig. 3: Principle of single-sided two-way ranging (SS-TWR)
and concurrent ranging schemes.

III. CONCURRENT RANGING

The single-sided two-way ranging (SS-TWR) scheme tra-
ditionally used to derive the distance between two users in
a non-synchronized network requires the exchange of two
messages (INIT, RESP) between an initiator and a responder
(see Figure 3). Thus, in a network with N users, each node
requires N − 1 transmissions and receptions.

Given the high current draw of UWB transceivers (espe-
cially in receive mode [7]), it is important to reduce the number
of messages exchanged in a network to make UWB systems
feasible for building location-aware IoT applications. Further-
more, scheduling the distance estimation to each neighbor
requires a significant amount of time, which increases channel
utilization and traffic load, as well as the inaccuracy of ranging
in mobile settings.

In a concurrent ranging scheme, instead, the initiator broad-
casts the INIT message to all neighbors (responders), who re-
ply simultaneously with a RESP message after a constant delay
∆RESP . Consequently, the RESP messages (containing the
timestamps trx,i and ttx,i in the payload) sent by all respon-
ders are overlapping in time. In narrowband transceivers, this
leads to (unusable) severely overlapping pulses, as shown in
Figure 1b. Using ultra-wideband radios, instead, it is possible
to identify the signal peaks associated to each responder in the
estimated channel impulse response. By employing concurrent
ranging, the total number of messages needed to estimate
distances to all neighbors is hence reduced from N · (N − 1)
to N . In fact, the initiator has to broadcast just one message
and, more importantly, to receive just a single message that
aggregates all responses.

Figure 3 also shows the UWB PHY frame structure
according to the IEEE 802.15.4 standard. It consists of the
preamble, start-of-frame delimiter (SFD), physical layer
header (PHR), as well as a payload. The channel impulse
response, used to derive responses from multiple neighbors, is
estimated solely from the preamble and is hence independent
from the payload.

122



d
TWR

5 10 15 20

Distance [m]

0

0.5

1

A
m

p
lit

u
d
e

c· ∆τ
2
≈ 6m

c· ∆τ
3
≈ 14m

(a) Channel impulse response with three responders separated by 3m each.
The dashed orange line marks fitted pulse templates.

d
TWR

5 10 15 20

Distance [m]

0

0.5

1

A
m

p
lit

u
d
e

(b) Matched Filter output.
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(c) Matched Filter output after subtracting strongest peak.
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(d) Detected Responses.

Fig. 4: Principle of the proposed response detection algorithm.

Thus, the extracted responses from the CIR correspond to
the pulses transmitted in the preamble (consisting of a pre-
defined sequence of single pulses). The payload, instead, is
not sent as single pulses, but as bursts of pulses [7].

The IEEE 802.15.4 standard defines the timestamp of a
frame as the beginning of the first symbol of the PHR
(RMARKER, marked with arrow in Figure 3) [12]. Hence, the
minimum delay ∆RESP consists of the duration of PHR and
payload of INIT message, as well as the preamble and SFD of
the RESP message. Using a data rate of DR = 6.8 Mbps, a
pulse repetition frequency PRF = 64 MHz, and a preamble
symbol repetition PSR = 128, this results in a duration
of 178.5µs. Additionally, we evaluated experimentally the
minimum time necessary to switch the DW1000 radio from
receive to transmit mode, which is less than 100µs. Including
a safety gap, we hence set the delay ∆RESP to 290µs.

Figure 4a shows an acquired (normalized) channel impulse
response from the RESP message when three neighbors are
responding concurrently in a hallway. The three responders
are placed at a distance from the initiator of d1 = 3m,
d2 = 6m, and d3 = 10m, respectively. Three significant
peaks are visible in the CIR shown in Figure 4a, representing
the strongest path component of each neighbor. The distance
between the initiator and responder 1 is derived from the SS-
TWR scheme (see Figure 3), as it is still possible to decode

one of the concurrently transmitted payloads containing the
required timestamps [10]. The formula to calculate the distance
between initiator and responder 1 is:

dTWR =
(trx,init − ttx,init)− (ttx,1 − trx,1)

2
· c (2)

with c denoting the propagation speed in air. However, the
distance between the initiator and the remaining responders
is derived from the CIR. Due to the longer time-of-flight, the
responding peaks of responder 2 and 3 arrive with a delay of
∆τ2 = 2 · (τ2 − τ1) and ∆τ3 = 2 · (τ3 − τ1) at the initiator,
with τi (i ∈ {1, . . . , 3}) denoting the path delay between the
intiator and each responder. The resulting delays ∆τ2 and ∆τ3
are due to the INIT as well as the RESP message: hence,
they have to be halved to correctly estimate the distance.
The resulting distance between initiator and responders is thus
d2 = dTWR + c·∆τ2

2 = 6m and d3 = dTWR + c·∆τ3
2 = 10m,

respectively.

Limited TX timestamp resolution. The Decawave DW1000
UWB transceiver has the useful feature of delayed
transmission. The latter enables to set a future timestamp at
which the transceiver sends a packet. This allows to align
a pre-calculated timestamp with the real transmit timestamp
and embed it in the message being transmitted (ttx,i in
Figure 3). Unfortunately, the Decawave DW1000 ignores the
low-order 9 bits of the delay transmit value, limiting the
transmission timestamp resolution to approximately 8ns [11,
p. 26]. This is not an issue in the classical SS-TWR scheme
as the real transmit timestamp is anyway embedded in the
message, but it has a severe impact on the precision of
the concurrent ranging scheme, as it negatively affects the
concurrency of the RESP messages of the neighbors. Given
that this issue is hardware-dependent and could be solved in
the next-generation UWB transceivers, this problem is out of
scope of this paper.

IV. RELIABLE RESPONSE DETECTION

To make concurrent ranging feasible in real-world systems,
it is essential to detect responses from the neighbors reliably
in the channel impulse response. To this end, we propose a
scheme based on the search and subtract algorithm [13]. This
algorithm employs a matched filter computing the correlation
between the received CIR and a pulse template with duration
Tp transmitted by the UWB radio. To detect the N−1 strongest
responses in the CIR, we use the following procedure:

1) We first upsample the CIR using fast Fourier transform in
order to obtain a smoother signal. Furthermore, to correct
for the unknown time offset of the CIR derived from
the DW1000 radio [8], the channel impulse response is
aligned with the distance dTWR (see Eq. 2 and Figure 4).
This step is not necessarily required, as the differences of
the peaks are relevant for concurrent ranging, but it en-
hances visualization of the CIR and simplifies plausibility
checks of the result.
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2) Denoting the pulse template as s(t), we can define the
time-discrete impulse response of the matched filter as
the time-reversed pulse template:

hMF = [s((Np − 1) · Ts), s((Np − 2) · Ts), ..., s(0 · Ts)]

with Ts marking the sampling period, and Np = Tp/Ts
the number of samples of the pulse. The output of the
matched filter y is computed as the discrete convolu-
tion (∗) between the impulse response of the matched
filter hMF and the derived CIR denoted as r

y = hMF ∗ r. (3)

Figure 4b shows the matched filter output of the CIR
depicted in Figure 4a. It is evident that the matched filter
increases the signal-to-noise ratio (SNR) of the channel
impulse response.

3) We identify the sample corresponding to the maximum
of the matched filter output y, indicating the index of the
strongest path lk. The latter relates to the path delay with
τk = lk · Ts and to the path length with dk = τk · c.

4) To reduce complexity, instead of the least squares solution
suggested in [13], we calculate the amplitude of the
strongest path α̂k as the amplitude of y at sample lk.

5) The estimated neighbor response (α̂ks(t − τk)) is sub-
tracted from the received signal r. Figure 4c shows
the matched filter output of the remaining signal after
subtracting the strongest peak/neighbor response.

6) We repeat steps 2 to 5 with the remaining output signal
until the N − 1 strongest paths are detected. Figure 4d
shows the N − 1 = 3 strongest peaks corresponding to
the responses from the three neighbors.

7) Independently of their amplitude α̂k, the responses
(α̂k,τk) are arranged in ascending order starting with
the one of the closest neighbor. Being α̂1 and τ1 the
amplitude and path delay of responder 1, respectively,
the distance of responder i is calculated as:

di = dTWR +
c · (τi − τ1)

2
. (4)

Due to lack of information from Decawave regarding the
transmitted pulse used in the DW1000 radio, we identified
the pulse shape s(t) used in step 2 of our detection algorithm
with a measurement campaign. In particular, we connected
transmitter and receiver with a SMA cable and a 60 dB
attenuator to avoid reflections and saturation of the transceiver,
respectively. We then let the receiver log 1000 CIRs and, in
a post-processing step, cut the direct path component from
the channel impulse response, and calculate the average pulse
shape. Figure 5a shows the default pulse shape at Channel 7
(900 MHz bandwidth).

Following the algorithm described in this section, we are
hence able to reliably detect the responses of all neighbors in
the CIR to perform concurrent ranging.
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Fig. 5: Pulse shape si(t) for different values of the
TC_PGDELAY register. 0x93 represents the default value.

V. ENCODING RESPONDER ID IN THE CIR

To make concurrent ranging usable in real-world applications,
it is required to encode the ID of the responder in the
channel impulse response. The preamble, indeed, consists of
a fixed sequence of pulses (see Sect. III) and does not embed
the identity of the sender. Hence, in the concurrent ranging
scheme, the responses of the neighbors derived from the CIR
do not contain any information to associate the responses to the
corresponding neighbors. Consequently, distance estimations
are typically anonymous in a concurrent ranging scheme.
To remedy this problem, we suggest to use pulse shaping
to associate a peak in the channel impulse response to a
responder, i.e., to change the shape of the transmitted pulses
as a function of the responder ID.

Pulse shaping. The off-the-shelf DW1000 radio provides the
ability to change the width of the transmitted pulses via the
8-bit register TC_PGDELAY. Changing the value of this regis-
ter effectively alters the output bandwidth [11, p. 148]. While
making the pulse narrower (i.e., increasing the bandwidth) is
not an option due to the regulatory spectral mask, making
the pulse wider, instead, does not violate the regulations.
Figure 5 exemplarily shows the pulse shape1 si(t) obtained
when using the same settings as in Sect. IV (i.e., Channel 7,
PRF = 64 MHz), and when configuring TC_PGDELAY with
values 0x93 (s1), 0xC8 (s2), 0xE6 (s3), and 0xF0 (s4).
Given that the default value (0x93) is the lower limit, up
to 108 different pulse shapes are supported, which limits the
theoretical number of possible responders differentiable with
the proposed pulse shaping technique.

1Please note that (i) the amplitude of the pulses shown in Figure 5 are
different due to scaling the pulses to unit energy, and that (ii) 0x93 is the
default value of the TC_PGDELAY register for the employed configuration.
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(a) CIR with two responders at d1 = 4m and d2 = 10m, respectively.
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(b) Matched Filter output with s1(t), s2(t), and s3(t).

Fig. 6: CIR and matched filter output in the case of two
responders replying with different pulse shapes.

No impact on ranging performance. Increasing the default
value of TC_PGDELAY results in a wider pulse, which reduces
the bandwidth and hence, in theory, also the ranging precision.
To evaluate if the change in pulse shape has any impact on
ranging performance, we place two UWB nodes three meters
apart from each other in an office environment, and perform
5000 SS-TWR operations with three different pulse shapes
(s1,s2,s3 in Figure 5). Our results show that the standard
deviation of the difference between the true distance and the
estimated distance for the three pulse shapes is σ1 = 0.0228m
(s1), σ2 = 0.0221m (s2), and σ3 = 0.0283 (s3), respec-
tively. Therefore, changing the pulse shape by configuring
TC_PGDELAY has a negligible impact on the ranging pre-
cision and can be safely used to encode the responder ID in
a concurrent ranging scheme.

Identifying pulse shapes. Figure 6a shows the acquired channel
impulse response when a neighbor at a distance d1 = 4m
answers using the default pulse s1(t) (0x93, see Figure 5a),
and a second neighbor at a distance of d2 = 10m responds
with a wider pulse s3(t) (0xE6, see Figure 5c). The different
pulse shape is clearly visible in the channel impulse response.
Performing the algorithm described in Sect. IV with NPS = 3
possible pulse templates si(t) (with i ∈ {1, . . . , NPS}) results
in the matched filter outputs yi(t) shown in Figure 6b. In
each case, the responses of the neighbors are easily detectable,
independently of the pulse template. To decode the transmitted
pulse shape of the responders and hence their ID, we compare
the estimated amplitudes of the neighbor responses α̂k,i (with
k denoting the number of the response) of all NPS matched
filter outputs yi(t). The pulse shape i at which the amplitude
α̂k,i is the maximum determines the pulse shape used by
the responder. Therefore, in Figure 6b, the first response

d2 [m] 6 7 8 9 10
s2(t) (0xC8) [%] 99.9 99.5 99.8 100 99.8
s3(t) (0xE6) [%] 99.2 99.7 99.9 100 100

TABLE I: Percentage of pulse shapes identified correctly.
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(a) Matched Filter output when two responses are overlapping.
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(b) Matched Filter output after subtracting strongest response.
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(c) Detected responses, both responses are detected successfully.

Fig. 7: Performance of the proposed algorithm in the case of
overlapping responses from multiple responders.

corresponds to the pulse template s1(t) (blue, solid) and the
second to the pulse template s3(t) (yellow, dotted). Please note
that, in the provided example, the number of pulse templates
is set to NPS = 3, but, in principle, up to 108 concurrent
responders can be supported.

Evaluation. We evaluate the performance of the proposed
technique by placing an initiator and a responder at a fixed
distance d1 = 3m. Another responder is placed at a variable
distance d2 ∈ {6, 7, 8, 9, 10}m from the initiator. Responder 1
uses the default pulse shape s1(t) (see Figure 5a). Responder 2
uses either s2(t) (see Figure 5b) or s3(t) (see Figure 5c). For
each distance and pulse shape, we perform 1000 concurrent
ranging operations. Table I shows how many pulses could
successfully be identified. Regardless of the pulse shape and
of the distance, a responder could successfully be identified
in more than 99.2% of the cases, showing that pulse shaping
can effectively encode the identity information of a responder
in a concurrent ranging scheme.

125



δ 2·δ 3·δ

Time [ns]

0

0.2

0.4

0.6

0.8

1

1.2

A
m

p
lit

u
d
e

Slot 0 Slot 1 Slot 2 Slot 3

... ... ... ...

ID2

ID0
ID1

ID3

ID5

ID7

ID9

ID10

ID11

Fig. 8: Combining response position modulation with pulse shaping. In this example, nine users perform concurrent ranging
by employing four slots and three different pulse shapes. The responders with ID 0, 1, 2 make use of pulse shape s1(t), s2(t),
and s3(t), respectively.

VI. DETECTION OF OVERLAPPING RESPONSES

So far, we assumed that the responses are nicely separated
in time, i.e., that responses from responders placed at similar
distances from the initiator do not overlap. We study next the
performance of the detection algorithm proposed in Sect. IV in
the presence of overlapping responses and show that it reliably
detects responses from nodes at similar distances.

In particular, we compare the performance of our proposed
algorithm with a threshold-based algorithm as proposed by
Falsi et al. [13]. The threshold-based algorithm compares the
channel impulse response with a defined threshold. If the
CIR crosses this threshold, the maximum of the following Np
samples, i.e., the pulse duration, is derived. This operation is
repeated until N − 1 peaks are detected.

Both the search and subtract and the threshold-based algo-
rithm exhibit a good performance when the responses are well-
separated from each other. However, as soon as the responses
are overlapping due to a similar distance (and hence time-
of-flight) of several responders, the algorithm proposed in
Sect. IV outperforms threshold-based algorithms.

We show this by acquiring 2000 concurrent ranges from
two responders placed at the same distance d1 = d2 = 4m
from the initiator. The responses of the two nodes are highly
overlapping: as a result, only one peak is visible in Figure 7a.
Figure 7b shows that, after subtracting the strongest response
with our proposed algorithm (step 5 described in Sect. IV),
we obtain an easily detectable second response. Our evalu-
ation shows that the threshold-based algorithm detects both
responses in only 48% of the trials, whilst our algorithm is
successful in 92.6% of the cases. Therefore, the algorithm that
we propose in Sect. IV can be also used to detect the presence
of responders positioned at similar distances from the initiator.

Please note that, even if the nodes are physically positioned
at the same distance, the responses may still not overlap
consistently. The reason is the limited transmission timestamp
resolution of the Decawave DW1000 discussed in Sect. III,
i.e., even if the distance is the same and two responders reply
simultaneously, there might be an offset of ±8ns. For this
reason, in our performance evaluation, we have considered
only trials in which the responses are actually overlapping.

VII. MITIGATING THE IMPACT OF STRONG MULTIPATH

In multipath-rich environments it is likely that several strong
multipath components are received. In fact, it might be even
the case that a received MPC is stronger than the direct path
component due to blocked and attenuated line-of-sight. In
these situations, it can hence be challenging to differentiate
between a response from a neighbor and a dominant MPC.

Response position modulation. The most effective solution
in these scenarios is to avoid that multipath components
are overlapping with responses from other responders by
separating them in time. Hence, we propose response position
modulation, i.e., to modulate the response delay ∆RESP . For
this purpose, we introduce ∆

′
RESP = ∆RESP + δi, where

δi sets an additional individual delay for each responder i.
This reduces the probability of overlapping responses, as the
latter are spread over a wider range of the CIR. In total,
the CIR estimate provided by the DW1000 has a length
of 1016 samples (for PRF = 64MHz) with a sampling
period of Ts = 1.0016ns. Thus, the maximum offset is
δmax ≈ 1017ns, which relates to a maximum distance offset
of δmax · c ≈ 307m. Knowing the maximum communication
range and an estimate of the delay spread allows to define the
number of non-overlapping responses fitting in the CIR.
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VIII. COMBINING RESPONSE POSITION MODULATION
WITH PULSE SHAPING FOR A HIGHER SCALABILITY

The response position modulation proposed in Sect. VII
poses a stringent limitation on the maximum number of
users due to its dependency on the communication range
rmax. Indeed, considering that the range of UWB transceivers
can easily extend to rmax > 75m [7], [14], just up to
NRPM = δmax·c

rmax
≈ 4 responders are supported to ensure non-

overlapping responses. Due to this limitation, we suggest to
combine response position modulation with pulse shaping to
increase the maximum amount of users that can make simul-
taneous use of concurrent ranging, and hence its scalability.

To this end, we use response position modulation to split
the channel impulse response into NRPM slots separated by
δ = δmax

rmax
, hence reducing the number of responders which

possibly interfere with each other. This allows to mitigate
the impact of overlapping responses and multipath reflections.
Within each slot, we use pulse shaping to identify the respon-
der, as described in Sect. V. The number of pulse shapes NPS
defines the number of supported users per slot. Each responder
is assigned to a slot as well as a pulse shape depending on its
responder ID. The used slot is nRPM = ID % NRPM , whilst
the used pulse shape is nPS = bID/NPSc. Depending on the
slot number nRPM , we set the additional delay δi = nRPM ·δ.

In Figure 8 we divide the CIR into NRPM = 4 slots
using response position modulation. Within a slot, up
to NPS = 3 responders are active. In the example in
Figure 8, three responders make use of slot 0 and slot 3,
two responders make use of slot 1, and one responder makes
use of slot 2. Therefore, the total number of responders
is N = 9. The maximum number of responders that
can make use of concurrent ranging in this scenario is
Nmax = NRPM ·NPS = 12. One can increase Nmax (and
hence the scalability of the system) by increasing the
amount of pulse shapes NPS and by increasing the number
of slots NRPM . As discussed in Sect. V the maximum
number of pulse shapes is approximately 100. Assuming
that the communication range rmax is limited manually
by adapting the physical layer settings to 20m (which is
sufficient for typical indoor applications [15]), the number of
supported responders becomes more than 1500. Thus, using
the proposed technique, the initiator requires just a single
transmit and receive operation to estimate the distance to all
neighbors simultaneously. Using classical two-way ranging
schemes, instead, the initiator would need to send a packet
to and to receive a packet from all the 1499 neighbors,
respectively. This emphasizes the impact of the presented
solutions, especially when having a high number of neighbors.

IX. CONCLUSIONS AND FUTURE WORK

In this paper, we developed a practical solution for con-
current ranging enabling an efficient distance estimation to
multiple users in parallel. We first proposed an algorithm
to detect responses within the estimated channel impulse
response automatically, and showed that this technique is

highly-effective also in the presence of overlapping responses.
Second, we encoded the responder ID in the CIR using
different pulse shapes, making it possible to assign distance
estimations to specific responders. Third, we introduced a
technique called response position modulation to mitigate the
impact of strong multipath components. Finally, we combined
response position modulation and pulse shaping to increase the
number of supported users and the scalability of the proposed
concurrent ranging scheme.

In future work, we plan to use concurrent ranging to build
an efficient cooperative or anchor-based localization system.
Furthermore, in the work presented in this paper, we have
neglected the impact of non-line-of-sight situations on the
performance of concurrent ranging. We will hence investigate
this impact thoroughly in the next months.
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ABSTRACT
A large body of work has shown that ultra-wideband (UWB) techno-
logy enables accurate indoor localization and tracking thanks to its
high time-domain resolution. Existing systems, however, are typi-
cally designed to localize only a limited number of tags, and involve
the exchange of several messages following a given schedule. As a
result, the scalability of current solutions in terms of tag density is
limited, as well as their efficiency and responsiveness. In this paper,
we present SnapLoc, a UWB-based indoor localization system that
allows an unlimited number of tags to self-localize at a theoretical
upper bound of 2.3 kHz. In SnapLoc, a tag obtains the responses
from multiple anchors simultaneously. Based on these signals, the
tag derives the time difference of arrival between anchors and es-
timates its position. Therefore, SnapLoc does not require tags to
actively transmit packets, but to receive only a single message. This
allows tags to passively localize themselves and ensures that the
performance of SnapLoc does not degrade with high node densi-
ties. Moreover, due to the (quasi-)simultaneous responses, a tight
clock synchronization between anchors is not needed. We have
implemented SnapLoc on a low-cost platform based on the De-
cawave DW1000 radio and solved limitations in the transceiver’s
timestamp resolution to sustain a high localization accuracy. An
experimental evaluation shows that SnapLoc exhibits a 90% error
and median error of 33 cm and 18 cm, respectively, hence enabling
decimeter-level accuracy at fast update rates for countless tags.
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1 INTRODUCTION
Ultra-wideband (UWB) technology is becoming increasingly popu-
lar thanks to its robustness and outstanding localization accuracy.
Spreading the signal over a wide bandwidth, indeed, results in:
(i) greater immunity to multipath fading, (ii) better interference mi-
tigation, (iii) higher throughput, as well as (iv) an improved timing
resolution allowing for accurate localization and tracking [13].

Such a high time-domain resolution allows UWB-based solu-
tions to significantly outperform narrowband RF technologies like
Bluetooth Low Energy and Wi-Fi in terms of localization accuracy.
These technologies, indeed, can hardly achieve a sub-meter accu-
racy [5, 18], and are hence unable to satisfy the requirements of
location-aware Internet of Things (IoT) applications such as assisted
living [42], robot navigation [15, 22], and smart manufacturing [20].

Because of the aforementioned properties, several works have
used UWB technology to build indoor localization and tracking
systems [1]. These works have shown that UWB-based solutions
can achieve a localization accuracy up to a few cm [30], even in chal-
lenging conditions [24] and despite the use of a single anchor [14].
Existing solutions do not scale. Unfortunately, most of the exist-
ing solutions based on UWB technology focus on achieving a high
localization accuracy, often disregarding properties such as multi-
tag support and high update rates [33]. As a result, current systems
typically support only a few tags and do not scale in terms of tag
density, due to (i) the large number of messages exchanged, and
(ii) the use of scheduling techniques for collision avoidance [33].
Large message overhead. A large number of UWB systems are in-
deed based on time of flight (TOF) techniques and make use of
two-way ranging (TWR) schemes or a variant of it [24, 32]. These
systems require the exchange of several consecutive messages, such
that a mobile tag can derive the distance from multiple anchors
and unambiguously determine its position. The large number of
messages exchanged to carry out each distance estimation limits
the overall update rate [25] and requires a tag to be heavily involved
in the communication, which increases its energy-consumption.
As mobile tags are typically battery-powered, their radio-on time
should, instead, be minimized, in order to preserve their limited
energy budget. Furthermore, sequentially estimating the distance
to each anchor leads to inconsistent measurements in mobile and
highly-dynamic settings (as one combines distances estimated at
slightly different times), which limits the achievable accuracy.
Use of collision avoidance techniques. To reduce message overhead
and avoid exchanging consecutive messages, a few UWB systems
employ time difference of arrival (TDOA) techniques and allow a
tag to broadcast only one message per position estimate [34, 41].
The latter is received from synchronized anchors, which compute
the TDOA and communicate back the estimated position to the tag.
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Whilst this allows to minimize the number of transmissions carried
out by a tag and to shift the computational burden to more pow-
erful anchors, one still needs to allocate specific timeslots to each
tag in order to avoid collisions. Such scheduling techniques, which
are also needed in systems based on TOF [24, 32] and single an-
chors [14], however, limit the number of tags that can be supported
and, consequently, the scalability of a localization system.
Need for a tight synchronization. TDOA-based systems typically re-
quire anchors to be synchronous. For example, in anchor-initiated
solutions [28], the tags estimate their position based on signals re-
ceived from synchronized anchors. Whilst this approach allows tags
to carry out self-localization without the need to transmit informa-
tion, it requires a tight (ns-range) synchronization between anchors.
However, this results in an overhead [41, 44] and is challenging [43].
Furthermore, the anchors still send messages sequentially, which
requires also the tag to compensate for clock deviations [28].
Concurrent ranging still immature. Recent work on concurrent rang-
ing has the potential to significantly reduce message overhead by
exploiting simultaneous responses to a ranging request issued by
an initiator [6]. However, concurrent ranging is still inapplicable in
practical UWB systems due to: (i) the inability to identify respon-
ders and to discern them from strong multipath components [12],
(ii) the high amount of payloads lost when responders are located
at similar distances, as well as (iii) the limited transmit timestamp
resolution of off-the-shelf UWB transceivers (see Sect. 2.3).
This state of affairs represents a significant problem, as increasing
the density of tags in existing UWB systems results in a significant
reduction of the localization update rate [26, 34, 37], due to the
large message overhead and the use of collision avoidance tech-
niques. In order to create UWB-based indoor localization systems
that scale regardless of the number of tags, one would ideally (i) ad-
dress the aforementioned limitations of concurrent ranging, and
(ii) apply the latter to TDOA-based anchor-initiated approaches, in
such a way that anchors are not required to be tightly synchronized.
This would keep tags away from actively transmitting messages,
minimize their radio-on time, and avoid the use of collision avoid-
ance schemes. More importantly, this would enable an unlimited
number of tags to passively self-localize at fast update rates.
Contributions. In this paper we present SnapLoc, a UWB-based in-
door localization system that achieves exactly this. SnapLoc solves
the limitations of existing concurrent ranging techniques and al-
lows tags to obtain responses from multiple anchors simultaneously.
Instead of scheduled sequential anchor messages [28], in SnapLoc
multiple anchors reply (quasi-)simultaneously to an initialization
message sent by a reference anchor. Based on these responses, a tag
can quickly derive the time difference of arrival between anchor
pairs and accurately estimate its position.

Therefore, in SnapLoc, a tag does not require to actively trans-
mit messages, and its radio-on time can be reduced to a single read
operation. This removes the need for a tight clock synchronization
between anchors and eliminates the clock correction at the tag
completely. Furthermore, SnapLoc’s approach allows tags to pas-
sively localize themselves, ensuring that the performance does not
degrade with high node densities. Theoretically, SnapLoc requires
just 434 µs to provide the tag with all the necessary information to

estimate its location. Thus, SnapLoc enables an unlimited number
of tags to self-localize at position update rates up to 2.3 kHz.

Besides the reception of a single packet, a key property of
SnapLoc is the use of information that is only contained in a
packet’s preamble for computing the actual position (see Sect. 3).
In fact, a tag extracts the (quasi-)simultaneous responses from the
anchors by analyzing the estimated channel impulse response (CIR)
provided by standard-compliant UWB transceivers upon reception
of a preamble. This avoids the need to correctly receive a payload
and bypasses an intrinsic limitation of concurrent ranging.

To associate each response in the CIR to the correct anchor and
to counteract the impact of strong multipath components, SnapLoc
assigns an individual delay in the nanosecond range to each anchor
(see Sect. 4). This, however, limits the maximum number of anchors
due to the finite length of the estimated CIR. To overcome this
restriction, we propose to partition the area of operation in multiple
cells and let each cell operate using orthogonal preamble codes.

We have implemented SnapLoc on a low-cost platform based on
the Decawave DW1000 radio (see Sect. 4.5). As discussed in Sect. 2.3,
this transceiver constrains the transmit timestamp resolution to
8 ns, which severely limits the accuracy. We devise two techniques
to restore a resolution of 15.65 ps and 1 ns, respectively, allowing
SnapLoc to sustain a high localization accuracy (see Sect. 5).

An experimental evaluation in a common office and in a larger
laboratory classroom shows that SnapLoc exhibits a 90% error and
a median error in the order of 33.7 cm and 18.4 cm, respectively.
Therefore, SnapLoc enables decimeter-level localization accuracy
at fast update rates for an unlimited number of tags.

After describing the limitations of existing approaches in Sect. 2,
this paper makes the following contributions:

• We introduce the design of SnapLoc, a UWB-based indoor
localization system that allows an unlimited number of tags
to self-localize at very high update rates (Sect. 3);

• We describe SnapLoc’s principle, and detail on: how to re-
liably detect the anchors’ responses, how to associate each
response to the corresponding anchor, as well as how to
derive the TDOA and compute a tag’s position (Sect. 4);

• We implement SnapLoc on a low-cost platform based on the
DW1000 radio and propose a technique to overcome the
transceiver’s limited transmit timestamp resolution (Sect. 5);

• We evaluate SnapLoc in common office environments and
show that it enables decimeter-level localization accuracy at
fast update rates also for high tag densities (Sect. 6);

After describing related work in Sect. 7, we conclude our paper in
Sect. 8, along with a discussion on future work.

2 LIMITATIONS OF EXISTING APPROACHES
We begin our discussion by describing existing UWB-based local-
ization approaches and highlighting their limitations. We first point
out how solutions based on TOF and two-way ranging schemes
typically incur a large message overhead (Sect. 2.1). We then dis-
cuss how TDOA-based approaches require a tight synchronization
across anchors, which is complex to attain andmay introduce errors
lowering the localization accuracy (Sect. 2.2). Finally, we discuss re-
cent work on concurrent ranging, and elaborate on the limitations
that make it still inapplicable to practical UWB systems (Sect. 2.3).
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(a) CIR in an environment with limited multipath
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(b) CIR in the presence of strong multipath components

Figure 1: Example of CIRs estimated by a UWB transceiver. Whilst the first path component is prominent in an environment
with limited multipath (a), the same does not necessarily hold true in the presence of strong multipath components (b).

2.1 TOF-based Approaches
Time-based localization systems rely on measuring the travel time
of a radio signal between two nodes (typically an anchor and a tag).
Among time-based systems, the most popular approaches are time
of flight (TOF) and time difference of arrival (TDOA).

TOF-based systems – often also referred to as time of arrival
based (TOA-based) systems – determine the absolute distance be-
tween sender and receiver by measuring the time of flight of a
packet multiplied with the propagation speed (i.e., speed of light
in air c). Allowing a tag to passively self-localize in a TOF scheme
(i.e., performing only one-way communications from anchors to
tag) requires anchors and tags to be tightly synchronized, which
implies a significant overhead and is often infeasible [44]. To avoid
this, several UWB systems let a tag estimate the TOF from multi-
ple anchors by making use of two-way ranging (TWR) or similar
schemes [24, 32]. These schemes do not require synchronization
between anchors and tags, but envisage the exchange of multiple
messages, such that a tag can derive its distance to several anchors.
Limitations. Such an approach incurs a large communication over-
head, considering that at least three (2D) or four (3D) anchors are
necessary to unambiguously determine a tag’s position. Further-
more, common systems typically make use of up to eight [28, 41] or
fifteen [22] anchors to increase the redundancy and robustness of
localization, e.g., to mitigate non-line-of-sight (NLOS) conditions.
This may results in tens of messages transmitted and received by
a tag for each localization attempt, which limits the achievable
update rate [25] and heavily affects its energy consumption.

2.2 TDOA-based Approaches
TDOA approaches do not require the absolute time of flight of a
packet, but exploit the difference ∆t in the arrival time of a signal
at two reference points. Based on ∆t , the difference in distance ∆d
between tag and reference points can be calculated as ∆d = ∆t · c .

The advantage of TDOA approaches is that sender and receiver
do not need to be synchronized, as the offset of the tag’s clock is
canceled out [8]. This simplifies the system design and removes the
need of exchanging several messages between tags and anchors.

Indeed, in most UWB-based TDOA localization systems, a tag
broadcasts only one message per position estimate [34, 41]. The
tag’s position is then estimated in a central localization engine com-
puting the TDOA, which allows to shift the computational burden
from the tag to other (more powerful) devices [35]. This is especially
advantageous in applications where a central entity monitors the

position of all users, and where the tags do not necessarily need to
know their own position, e.g., asset- or sports tracking [4, 29].
Limitations. Whilst such an approach minimizes the number
of transmissions carried out by tags, one still needs to allocate
specific timeslots to each tag in order to avoid collisions. Such
scheduling techniques, however, limit the number of tags that
can be supported and, consequently, the scalability of the system.
TDOA-based approaches allowing tags to carry out passive self-
localization exist [28], in which synchronized anchors subsequently
send signals that are received by a tag to estimate the time differ-
ences. However, besides the need for a tight ns-range synchroniza-
tion between anchors (which is hard to achieve [43], and increases
message overhead [41, 44]), one needs to correct the tags’ clock
skew due to the long reception phase of the sequential messages.

2.3 Concurrent Ranging
Corbalán and Picco [6] have recently introduced the concurrent
ranging primitive, which enables the simultaneous distance estima-
tion between an initiator and an arbitrary number of responders. By
doing so, concurrent ranging potentially allows to reduce the num-
ber of messages required to estimate the distance from N neighbors
to a single transmit and receive operation.
Channel impulse response (CIR). Concurrent ranging exploits the
CIR estimated by standard-compliant UWB transceivers, such as the
Decawave DW1000, to extract simultaneous responses from an ar-
bitrary number of nodes. Fig. 1a shows an exemplary CIR estimated
with the DW1000 radio in an environment with limited multipath:
one can clearly note the first path or line-of-sight (LOS) component.
The latter is typically used to precisely estimate the arrival time
of a packet (and consequently the distance between two nodes). A
CIR further contains information about the multipath propagation
consisting of reflections from surfaces as well as scattering. This
feature has been exploited, among others, to derive the presence of
NLOS conditions [31], destructive interference [13], as well as to
perform multipath-assisted single-anchor localization [14, 27].
Principle of operation. To perform concurrent ranging, an initiator
broadcasts an INIT message to all its neighbors (responders), who
answer simultaneously with a RESP message after a constant delay
∆R , as shown in Fig. 2a. The principle foresees the computation
of the distance to the closest neighbor using single-sided two-way
ranging. Thus, it is assumed that the timestamp included in the
payload of the closest neighbor’s RESP message is reliably detected.
After completing this step, one can estimate the distance to all other
responders by analyzing the CIR of the received RESP message.
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Figure 2: Concurrent ranging principle (a) and reliability in decoding packets when keeping a first responder at a fixed distance
d1 = 5 meters and varying the distance d2 of a second responder (b). Up to 60% of the packets are not received correctly.

Limitations. Unfortunately, concurrent ranging is currently inap-
plicable in practical UWB systems due to: (i) the inability to identify
responders and to discern them from strong multipath components,
(ii) the high amount of payloads lost when responders are located
at similar distances, as well as (iii) the limited transmit timestamp
resolution of common UWB radios, as discussed next.
Identifying responders. One of the key challenges hindering the fea-
sibility of concurrent ranging in real-world systems is the inability
to associate a distance estimate to a specific responder. Corbalán
and Picco have shown the feasibility of concurrent ranging in ar-
tificial setups where the initiator had prior knowledge about the
order in which the signal peaks associated to the responders are
received in the CIR [6]. In practical situations, however, one does
not know the relative locations of nodes beforehand [12].
Discerning responses from strongmultipath components. Inmultipath-
rich indoor environments, several strong multipath components
(MPCs) may appear in the CIR and overlap with the concurrent re-
sponses. Fig. 1b, for example, shows a CIR estimated by the DW1000
radio in a University office while a single responder answers with
a RESP message. One can clearly identify five peaks, four of which
correspond to MPCs that have an amplitude similar to the LOS
component. The presence of such strong MPCs makes it impossible
to differentiate between a desired response and a strong multipath
component due to reflections from walls and solid surfaces.
Unreliability of correctly decoding timestamps. Concurrent ranging
assumes that the timestamp included in the payload of the closest
neighbor’s RESP message is reliably received. However, the pro-
bability to lose a packet or to decode a corrupted payload is very
high when one or more responders are located at similar distances.
To illustrate this problem, we perform an evaluation in a corridor
using one initiator node and two concurrent responders R1 and R2,
all using the DW1000 radio. R1 is placed at a fixed position whose
distance from the initiator isd1 = 5m.We execute different measure-
ments while varying the distance of R2 between d2 = 2, . . . , 9m in
steps of 50 cm. For each step, we perform 1000 concurrent rangings
and log the number of RESP messages successfully decoded at the
initiator, which we denote as packet reception rate (PRR). Fig. 2b
shows the PRR as a function of d2: concurrent ranging as suggested
in [6] does not perform reliably when two responders are close
to each other. In practice, the PRR would decrease even further if
more than two responders are located at a similar distance.

Limited transmit timestamp resolution. As shown in Fig. 2a, all re-
sponders dispatch a RESPmessage after a constant delay ∆R . To this
end, one can use the delayed transmission feature of the Decawave
DW1000 radio. The latter enables to set a future timestamp at which
the transceiver actually sends a RESP message. This allows to align
a pre-calculated timestamp with the real transmit timestamp and
embed it in the message being transmitted. Unfortunately, the De-
cawave DW1000 ignores the low-order 9 bits of the timestamp,
limiting the transmission resolution to approximately 8 ns [9, p. 26].
This is not an issue in the classical single-sided two-way ranging
scheme, as the real transmit timestamp is anyway embedded in the
message. However, this aspect has a severe impact on the precision
of concurrent ranging, as it negatively affects the concurrency of
the RESP messages of the neighbors.
SnapLoc mitigates the aforementioned limitations of concurrent
ranging and applies a modification of the latter to a TDOA-based
approach, allowing the creation of an indoor localization system
that scales regardless of the tags density, as elaborated in Sect. 3.

3 SNAPLOC: DESIGN RATIONALE
In SnapLoc, we tackle the limitations of concurrent ranging and
allow tags to reliably obtain and identify simultaneous responses
from multiple static anchors. To this end, we assign an individ-
ual delay in the nanosecond range to each anchor, which avoids
misclassification of responses due to overlapping responses or mul-
tipath components (Sect. 3.1). This allows tags to derive the TDOA
between anchors by only reading and analyzing the CIR. Hence, it
removes the need to carry out a single-sided two way ranging and
to correctly receive the timestamp embedded in a RESP payload
(Sect. 3.2). We finally show how embedding these key principles
into a TDOA-based anchor-initiated approach allows to create a
scalable UWB-based localization system (Sect. 3.3).

3.1 Correctly Identifying Multiple Responses
As discussed in Sect. 2.3, concurrent ranging fails in situations
where responders are located at a similar distance from the tag.
Furthermore, in multipath-rich indoor environments, several strong
MPCs may be present and overlap with responses from the anchors,
making it hard to correctly recognize desired anchor responses.

To address this problem, instead of making use of just a fixed
∆R as in Fig. 2a, we set an additional individual delay δi for each
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Figure 3: Tag initiating the position estimation by sending an INIT message to the surrounding anchors, who respond simul-
taneously (a). Based only on the CIR embedded in the response, the tag can derive the TDOA between anchors (b).
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Figure 4: Introducing an additional individual delay δi for
each responder Ai allows to identify responses and discern
them from strong multipath components.

responder Ai in the nanosecond range. Consequently, the anchors
do not respond simultaneously, but rather quasi-simultaneously.
This allows to obtain responses that are separated in time and
spread over a wider range of the CIR, as well as to avoid the overlap
of MPCs and desired responses. Fig. 4 shows the resulting CIR with
four responders: although the first response exhibits a peak due to a
strong MPC, it is possible to distinguish it from the other responses,
thanks to the additional individual delay δi .

3.2 Exploiting CIR Information Only
The approach described in Sect. 3.1 allows tags to seamlessly derive
the TDOA between anchors by only reading and analyzing a sin-
gle CIR – a novel approach allowing ultra-fast TDOA estimations.
Fig. 3a illustrates a scenario with four anchors Ai (i = 1 . . . 4) and
one tag T . The latter broadcasts an INIT message that is received
by all anchors (solid arrows), which simultaneously respond with a
RESP message after a constant delay ∆R + δi (dashed arrows).

Due to the individual delay δi and the different TOF, the re-
sponses in the CIR are separated in time, as shown conceptually
in Fig. 3b. The distances of the responses ∆τi, j in the CIR contain
position-related information of the tag, namely the TDOA between
the anchors Ai and Aj (i , j):

∆τi, j = δj − δi + 2 · (tj,T − ti,T ). (1)

Given that the individual delay δj of anchor Aj is known, the time
difference of arrival ∆ti, j follows as:

∆ti, j = tj,T − ti,T =
∆τi, j − (δj − δi )

2 . (2)

Note that this approach removes the need to carry out a single-
sided two way ranging and to correctly receive the timestamp
embedded in a RESP payload – one of the key limitations outlined
in Sect. 2.3. Therefore, as highlighted in Fig. 3b, one can estimate the
TDOA between anchors using only information that is contained
in the CIR estimated from a single read operation.

3.3 Allowing the System to Scale
The novel approach described in Sect. 3.2 allows an ultra-fast estima-
tion using only information contained in a single CIR. In principle,
by having the tag initiating the localization, this approach allows
tags to trigger a position update individually and aperiodically1.
However, it requires a tag to initiate the location estimate by actively
sending an INITmessage. In order to avoid collisions between tags,
one would hence still need to allocate specific timeslots to each tag,
as well as elect one anchor responsible to periodically broadcast the
fixed position and ID of all involved anchors. This would decrease
the scalability of the system, as described in Sect. 2.2.

Therefore, we design SnapLoc as an anchor-initiated approach
in which an anchor is selected to act as the initiator broadcasting
the INIT message (called reference anchor or Ar ef in the remainder
of this paper). The key advantage of such an anchor-initiated ap-
proach is that the tag is not actively involved in the communication
and thus no scheduling between multiple tags is required. Further-
more, similar to Global Navigation Satellite Systems (GNSS), this
approach allows passive self-localization. This enables tags to re-
main anonymous and maximize their privacy, as well as to achieve
a high scalability regardless of the tag density.

4 SNAPLOC: INNERWORKINGMECHANISMS
SnapLoc consists of two types of nodes: anchors and tags.N anchors
are placed at known positions a(i) ∈ R3 (with i = 1, . . . ,N ) to

1Furthermore, by overhearing the INIT message and the anchors’ responses it is
possible to compute the position of other tags or the position of all tags at a central
entity, which is valuable for smart factories as well as people- and asset-tracking [21].
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localize Nt tags located at an unknown positions p(n) ∈ R3 (with
n = 1, . . . ,Nt ). One of the anchors, AREF , is selected as reference
to broadcast the INIT message, as described in Sect. 3.3.

We discuss next how to estimate the unknown positions of the
tags p(n). We first assign an individual delay δi to anchors in or-
der to avoid misclassification of responses (Sect. 4.1). We then
present a mechanism to reliably detect responses within a CIR
(Sect. 4.2), show how to derive the TDOA from the detected re-
sponses (Sect. 4.3), and how to use this information to estimate the
position of the tags p(n) (Sect. 4.4). We finally describe SnapLoc’s
implementation on a low-cost UWB platform and present a clock
correction scheme to support constrained anchors (Sect. 4.5).

4.1 Setting Individual Anchor Delays
To avoid the overlap of anchor responses and MPCs in the CIR, we
suggest to use an individual delay δi at each anchor to separate
the responses in time, as discussed in Sect. 3.1. Due to the limited
length of the CIR register in common UWB transceivers, there
is a trade-off between how much the anchors’ responses can be
separated in time (i.e., the ability to avoid overlaps between strong
MPCs and actual responses), and the supported number of anchors.
For example, the DW1000 radio limits the CIR to a maximum length
of 1016 samples with a sampling period of Ts = 1.0016 ns [9].

In SnapLoc, we set the individual delay δi = (i − 1) · α , where α
represents the size of the slot assigned to each anchor. We suggest
to use α = 128ns , which relates to a distance offset of ≈ 38.5 m and
makes it very unlikely that a strong MPC of an earlier response
interferes with the current response2. This allows to use up to eight
anchors when using the DW1000 transceiver [9]. In case this anchor
density is insufficient, one needs to reduce α to increase the number
of supported anchors. In multipath-rich enviroments, this is not
advisable, and we suggest instead to support an unlimited number
of anchors using a cellular approach similar to the one employed in
mobile networks, e.g., GSM. Instead of multiple frequencies, one can
use orthogonal preamble codes between neighboring cells, which
enables the re-use of slots in the channel impulse response3.

Note that the use of an individual delay δi to separate the re-
sponses of a CIR in time is, in spirit, similar to the one proposed
by Großwindhager et al. [12]. However, in that solution, slots are
assigned to mobile tags: this highly limits the number of users that
can be supported and hence the scalability of the system, even
when using techniques such as pulse shaping. In SnapLoc, instead,
we allocate slots to anchors, whose number is limited and known
beforehand, which allows to keep the overall design simple.

4.2 Reliable Response Detection
Reliably detecting anchor responses in the CIR is key to achieve a
high performance. To this end, in SnapLoc we follow these steps:

(1) Upsample the estimated CIR denoted as r using fast Fourier
transform by a factor of L = 30. This improves the time
granularity for further processing.

2This holds true also for large areas as the MPCs are attenuated due to path- and
reflection loss and will have a negligible impact on the response of the next anchor.
3According to the IEEE 802.15.4 standard [39], up to 24 orthogonal preamble codes
can be used to extend SnapLoc with this approach. The implementation of such an
extension is, however, out of the scope of this paper and left as future work.
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Figure 5: In SnapLoc, a reference anchor AREF broadcasts
an INIT message, to which all surrounding anchors reply
(quasi-)simultaneously with an empty RESPmessage.

(2) Use the estimated channel impulse response to compute
the matched filter output y = hMF ∗ r, where ∗ marks the
discrete convolution and hMF is the time-discrete impulse
response of the matched filter. The latter is defined as the
time-reversed transmitted pulse shape s(t) [10], which is
derived in a measurement campaign according to [14]. This
operation optimizes the signal-to-noise ratio of r.

(3) Within each slot i defined by the individual delay δi de-
scribed in Sect. 4.1, the first samplemi of the matched filter
output y exceeding a certain thresholdTH indicates the first
path of each anchor response. The threshold TH is chosen
experimentally as the 10-fold power of the noise floor.

(4) The estimated time difference of the responses ∆τ̂i, j is de-
termined by ∆τ̂i, j = (mj −mi ) · (Ts/L).

4.3 Deriving Time Difference of Arrival
As discussed in Sect. 3.3, SnapLoc employs an anchor-initiated ap-
proach, where a reference anchorAREF broadcasts an INITmessage.
The remaining anchors (marked as A1...A4 in Fig. 5) respond si-
multaneously with a RESP message after a delay ∆R + δi (with
i = 1 . . . 4). A nearby tag T can listen to the signals sent from the
anchors and detect the responses in the CIR using the algorithm de-
scribed in Sect. 4.2. Similarly to the approach discussed in Sect. 3.2,
the responses encode information related to the time difference of
arrival between the anchors. However, due to the different setup,
the distances of the responses ∆τi, j follow as:

∆τi, j = (δj − δi ) + (tR, j + tj,T ) − (tR,i + ti,T ). (3)
Due the static nature of the anchors, tR,i and tR, j , respectively, are
known, and the TDOA ∆ti, j of the anchors Ai and Aj follows as:

∆ti, j = tj,T − ti,T = ∆τi, j − (δj − δi ) − tR, j + tR,i . (4)

Selection of reference anchor. In principle, any anchor within
the communication range and optimally in line-of-sight of all other
anchors in the same area can be selected as reference (AREF ). The
selection of an anchor as initiator allows tags to self-localize, as
discussed in Sect. 3.3. Furthermore, it also increases the robustness
of the localization system. Indeed, anchors are typically installed
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in corners and well above objects in a room. Thus, it is less likely
that there is a degraded link between anchors. For this reason, the
probability to lose the INIT message is lower in the anchor-initiated
approach (Fig. 5) than with the tag-initiated one (Fig. 3).
Broadcast anchor positions. As for every anchor-based system
allowing self-localization of tags, also in SnapLoc a tag needs to
know the ID and location of the anchors to compute its position. To
avoid the need of additional infrastructure or packet exchanges, we
propagate (i) the ID of the anchors, (ii) their individual delay δi , and
(iii) their position within the INIT message sent by the reference
anchor. Furthermore, the INIT message contains the initialization
interval Tinit between two consecutive INIT messages, as well as
transmit timestamp correction values as discussed in Sect. 5.

4.4 Localization Algorithm
As described in Sect. 4.3, the time difference of arrivals between
the anchors are derived from the CIR. Based on these estimates,
we are able to directly derive the unknown position of the tags
p(n) using TDOA trilateration. For simplification and due to space
limitations, we tackle in this section just the two-dimensional case
(R2) and a single tag (i.e., Nt=1) at position p(1) = p = [x ,y]T. The
anchor nodes are positioned at a(i) = [xi ,yi ]T (with i = 1, . . . ,N ).
The distance di between the tag and an anchor Ai is defined by:

di =
√
(xi − x)2 + (yi − y)2 (5)

Therefore, the distance differences between anchors ∆di j
(with i , j) – derived by multiplying the time difference of ar-
rivals ∆ti, j with the propagation speed c – is:

∆di, j =

√
(xi − x)2 + (yi − y)2 −

√
(x j − x)2 + (yj − y)2. (6)

The use of N anchors results in N − 1 non-redundant nonlinear
equations. In the two-dimensional space, at least N = 4 anchors
are required, i.e., three non-redundant equations, for finding the
unambiguous position of a tag [2]. Even with N = 4 anchors, just
with zero measurement noise we are guaranteed to get a single
solution, which corresponds to the real tag position p. Adding white
Gaussian measurement noisen results in the signal model in vector
notation in Eq. (7), expressing the relationship between the position
of anchor/tag and the estimated time difference of arrivals ∆t̂i, j .
We obtain the latter by applying equation (4) to the estimated time
differences of the responses τ̂i, j derived from the CIR (see Sect. 4.2).
Please note that we relate the TDOA estimates to the first anchor.

d̂ = s(p) + n (7)
with

s(p) =

∆d2,1
...

∆dN ,1


= (8)

=



√
(x2 − x)2 + (y2 − y)2 −

√
(x1 − x)2 + (y1 − y)2

...√
(xN − x)2 + (yN − y)2 −

√
(x1 − x)2 + (y1 − y)2


and the observation vector

d̂ = c · [∆t̂2,1,∆t̂3,1, . . . ,∆t̂N ,1]T.

Figure 6: Low-cost UWB platform based on a Decawave
DW1000 radio with an omni-directional dipole antenna.

Based on Eq. (7), the nonlinear least squares (NLS) cost function
JNLS (p̃) follows as [38]:

JNLS (p) = (d̂ − s(p))T(d̂ − s(p)). (9)
Therefore, the NLS position estimate follows as:

p̂ = argmin
p

JNLS (p) = argmin
p

(d̂ − s(p))T(d̂ − s(p)). (10)

To find p̂, we use the quasi-Newton method [36] with an initial
position estimate chosen at the center of the room.

4.5 Implementation
We implement SnapLoc on a low-cost UWB platform described in
Sect. 4.5.1. In general, the hardware employed to build a localization
system severely affects the minimum response delay ∆R that can
be used, as discussed in Sect. 4.5.2. This affects the update rate that
can be achieved by SnapLoc, and raises the need for a simple clock
correction scheme at the anchor, which we present in Sect. 4.5.3.

4.5.1 Hardware. We employ a self-made low-cost UWB plat-
form based on the IEEE 802.15.4-compliant DW1000 transceiver for
both anchors and tags. The platform, shown in Fig. 6, is based on the
STM32 Nucleo-64 board, which employs an ultra-low power ARM
Cortex-M3 based STM32L152RE microcontroller. The RF front-end
contains a low-cost EPSON TSX-3225 oscillator with a frequency
of 38.4 MHz, a tolerance of 10 ppm, and with no temperature com-
pensation. To overcome quartz imperfections and varying tem-
peratures we used a built-in functionality of the DW1000 to tune
the clock of the anchors depending on the INIT message received
from the reference anchor. Every node uses an off-the-shelf omni-
directional UWB dipole antenna. The DW1000 is configured to use
channel 4 (i.e., a bandwidth of 900 MHz and a carrier frequency
of 3.9936 GHz), maximum data rate (6.8 Mbps), a pulse repetition
frequency of 64 MHz, as well as a preamble symbol repetition of 128.

4.5.2 Minimum response delay. In SnapLoc, anchors respond
to an INIT message broadcasted by the reference anchor after a
delay ∆R + δi . Since the first symbol of the physical header (PHR)
determines the transmit timestamp [9], the minimum applicable
response delay ∆R,min is defined by the duration of PHR and pay-
load of the INIT message, as well as the duration of preamble and
start-of-frame-delimiter (SFD) of the RESP message. Overall, this
corresponds to a delay of 178.5 µs . Additionally, we also need to ac-
count for the minimum time necessary to switch the DW1000 radio
from receive to transmit mode. We have evaluated this minimum
switching time (due to the SPI communication overhead and delays
introduced by the processing of a packet) experimentally using
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two different platforms. The powerful Decawave EVB1000 board,
which embeds the STM32F105 ARM Cortex M3 microcontroller,
exhibits a minimum switching time of roughly 100 µs , which results
in ∆R,min = 278.5 µs . When employing a more constrained micro-
controller with lower CPU and SPI speed to control the DW1000
(e.g., the UWB platform presented in Sect. 4.5.1), the minimum re-
sponse delay increases to ∆R,min = 850 µs . This delay affects the
update rate that can be achieved by SnapLoc, as shown in Sect. 6.2.

4.5.3 Clock correction. SnapLoc requires that all anchor nodes
send their RESP message at well-defined time instances. Therefore,
variations of the response delay ∆R due to imperfections of low-cost
oscillators driving the UWB transceiver can potentially degrade the
performance of the system. This problem is exacerbated when using
a highly constrained hardware causing a large minimum response
delay ∆R,min , as discussed in Sect. 4.5.2. Thus, to allow a flexible
selection of the response delay ∆R , we suggest a simple technique
to correct the response time tTX , R

k,i at each anchor Ai .
Consider that the oscillators of the reference anchor and a fixed
anchor Ai are running at different speeds due to imperfections, i.e.,
also the reported time CREF (tk ) and Ci (tk ) vary. The relative skew
aREF , i between them can be calculated as [17]:

aREF , i =
Ci (tk+1) −Ci (tk )

CREF (tk+1) −CREF (tk )
, (11)

where CREF (tk ) = tTX , I
k is the transmission time of the kth INIT

message and Ci (tk ) = tRX , I
k,i denotes the reception time of the kth

INIT message at the anchor Ai neglecting the time of flight. In
SnapLoc, the reference anchor broadcasts the INIT message with
the interval Tinit = tTX , I

k+1 − tTX , I
k . Eq. (11) hence follows as:

aREF, i =
tRX , I
k+1 − tRX , I

k
Tinit

. (12)

The common response time ∆R and the individual anchor delay
δi are defined in the common time of the reference node. Thus,
they have to be brought into the time domain of the correspond-
ing anchor Ai using the relative skew aREF , i between them. The
corrected transmit time tTX , R

k,i of the RESPmessage at Ai follows as:

tTX , R
k,i = tRX , I

k,i + aREF, i · (∆R + δi ). (13)

5 IMPROVING TIMESTAMP RESOLUTION
To implement SnapLoc on the UWBDecawave DW1000 transceiver,
we employ the delayed transmission feature. The latter allows to
program a future timestamp in a register and lets the DW1000 ini-
tiate a packet transmission at this defined timestamp. In SnapLoc,
this allows each anchor to set the timestamp at which the RESPmes-
sage needs to be transmitted upon reception of the INIT message.
Although the DW1000 radio represents receive (RX) and transmit
(TX) timestamps as 40-bit values with a resolution of 15.65 ps [9],
it ignores the lower 9-bit when performing delayed transmissions.
This lowers the effective transmission resolution from (theoretical)
15.65 ps to 4/(499.2 · 106) ≈ 8ns . Without correction, in SnapLoc,
this transmission uncertainty results in a uniformly distributed
and memoryless error eTS ∼ U(−8ns · c, 0). Considering that an
error of 1 ns in the time domain results in an error of ≈ 30 cm in
the distance domain, it is evident that this error highly affects the

localization performance, as we show experimentally in Sect. 6.3.
Thus, to sustain a decimeter-level accuracy in SnapLoc, we propose
two techniques to increase the transmit timestamp resolution.
Wired correction.We first propose an optimal correction scheme
that tracks the lost 9-bit at each anchor and sends these correction
values back via a wired backbone to the reference anchor AREF .
Such a wired connection is typically available in localization sys-
tems, in order to power, reprogram, and reconfigure the anchors. In
this scheme, the reference anchor broadcasts the missing transmit
timestamp information in the next INIT message to all tags. The
latter then correct the timestamps of the anchor responses derived
from the previous CIR. In this way, the correction does not require
additional messages to be transmitted, as the correction values are
embedded in the INIT message. Nonetheless, the tag applies the
correction values sent in the latest INIT message to correct the
timestamps of the previous position estimate, which causes a delay
by one initialization interval Tinit . Due to the high update rate of
SnapLoc, this trade-off is tolerable, as discussed in Sect. 6.2.
Wireless correction. In case a backbone network is not available,
we propose a second scheme to increase the timestamp resolution
that does not require a wired connection between anchors and the
reference anchor. In principle, so far, the latter was used to initiate
a position estimation by sending an INIT message and could act as
a regular anchor by responding to its own initialization message. In
the wireless correction scheme, instead, the reference anchor listens
to the responses of the anchors and derives the estimated CIR. As
the anchors are static and their positions are known, the distance
information estimated from the CIR can be compared with the true
values. Deviations of the estimations from the true values are treated
as errors due to ignoring the least significant 9-bits in the transmit
timestamp. To recover the lost precision, we differentiate between
the correction at anchor A1 and the remaining anchors. This is
due to the fact that, in SnapLoc, anchor A1 has an individual time
delay δ1 = 0 and its response hence corresponds to the first peak
in the CIR. Thus, the timestamp of its response tRXRESP,1 is detected
with the highest possible resolution of 15.65 ps by the embedded
leading edge detection of the DW1000 [9]. Instead, the resolution of
the remaining anchor responses is limited by the sampling period
Ts = 1.0016ns of the CIR (see Sect. 4.1). For anchor A1, we define
the transmit error due to the limited timestamp resolution eTXA1 as
the difference between the true round trip time tRT ofA1 andAREF

and the estimated one t̂RT :

eTXA1 = tRT − t̂RT . (14)

The true round trip time tRT is defined by

tRT = 2 · tr ef ,1 + ∆R + δ1 + 2 · Θa , (15)

where tr ef ,1 is the time of flight between reference node andA1, ∆R
the common response delay at all anchor nodes, δ1 the individual
response delay ofA1, andΘa an antenna delay. The latter is required
to correct for delays introduced by the antenna, PCB, and internal
and external components [9, p.205 ff.]. To measure the antenna
delay Θa , we have performed 5000 two-way ranging trials between
two nodes placed 3 m apart from each other. The antenna delay
Θa is calibrated such that the difference between the reported
distance and the true distance d0 = 3m is minimized. The estimated

136



SnapLoc: An Ultra-Fast UWB-Based Indoor Localization System IPSN ’19, April 16–18, 2019, Montreal, QC, Canada

round trip time t̂RT is determined by the difference between the
timestamp tRXRESP,1 of A1’s response and the transmission time of
the INIT message at the reference anchor tTXIN IT . Therefore, the TX
timestamp error of A1 follows as:

eTXA1
= (2 · tr ef ,1 + ∆R + δ1 + 2 · Θa ) − (tRXRESP,1 − tTXIN IT ). (16)

The transmit timestamp resolution error of the remaining an-
chors eTXAi (i = 2, . . . ,N ) is defined as the true TDOA ∆ti,1 between
Ai and A1 and the one estimated from the CIR ∆t̂i,1:

eTXAi = ∆ti,1 − ∆t̂i,1. (17)
The true TDOA ∆ti,1 is derived from the known positions of the
reference node and anchors and follows as:

∆ti,1 = tr ef ,i − tr ef ,1 (18)
where tr ef ,i is the time of flight between AREF and Ai . The esti-
mated TDOA ∆t̂i,1 is derived from the CIR according to (2) and
has to be corrected by the previously acquired transmit error of A1
eTXA1

. Thus, the resulting error of the anchor Ai is:

eTXAi = 2 · (tr ef ,i · −tr ef ,1) − (∆t̂i,1 + eTXA1
). (19)

As discussed, the resolution of the error value eTXAi is restricted by
the sampling period of the CIR Ts = 1.0016ns . Thus, 3-bits in the
INIT message broadcasted by the reference anchor are enough to
represent the error correction value. Therefore, the overhead due
to a longer packet size is slightly shorter in the wireless correction
method compared to the wired correction.

6 EVALUATION
We evaluate SnapLoc experimentally in a challenging office envi-
ronment (Room A, see Fig. 7a) and a larger laboratory classroom
(RoomB, see Fig. 7b).We describe the experimental setup in Sect. 6.1,
followed by an analysis of the energy consumption in terms of
over-the-air time and the potential update rate in Sect. 6.2. We
then extensively evaluate the performance of SnapLoc in Sect. 6.3,
showing that it can achieve decimeter-level localization accuracy.

6.1 Experimental Setup
To evaluate SnapLoc in a realistic indoor environment, we
use a common office for three employees with a size of
5.2 × 6.03m ≈ 31.36m2 (see Fig. 7a) and a larger laboratory class-
room with 6.05 × 10m = 60.5m2 (see Fig. 7b). The rooms contain
several scattering and reflecting objects such as monitors, desks,
and chairs. The reference anchor (magenta square) and the remain-
ing anchors (blue squares) are placed on tripods at known positions.
The height of all tripods is 1.60 m, which puts all nodes in the same
2D plane. For all evaluations, we employ just the minimum amount
of anchors necessary, i.e., N = 4: this allows to examine the perfor-
mance of SnapLoc using just minimal infrastructure. The number of
evaluation points (NEP = 28 in Room A and NEP = 14 in Room B)
are randomly distributed in the rooms to evaluate the performance
of SnapLoc. At each evaluation point, NP = 500 position estimates
are derived. The absolute error of each trial is calculated as the
Euclidean distance between the position of the evaluation point
pEP and the i-th position estimate p̂i :

Erri = ∥p̂i − pEP∥. (20)
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Figure 7: Evaluation setup: we consider two different envi-
ronments with 28 and 14 evaluation points, respectively.

6.2 Position Update Rate and Efficiency
Due to the high current consumption of the DW1000 in the transmit
and especially in the receive mode [13], it is critical for UWB-based
localization systems to minimize the radio-on time at the tag. Due to
the simultaneous acquisition of all the anchor signals, SnapLoc ex-
cels in this regard. Indeed, the tag does not have to send any packet,
but just listens to a single message. Thus, the number of anchors
does not affect the system’s energy consumption in terms of packet
reception and transmission. This is in contrast to state-of-the-art
UWB-based localization systems, where the energy consumption
increases – typically linearly – with the number of anchors [24, 28].
We measure the energy consumption of SnapLoc with the settings
described in Sect. 4.5.1 with a Keysight MSOS-254A oscilloscope.
Acquiring the simultaneous anchor responses requires only approx-
imately 82.4 µJ . Besides a low energy consumption, simultaneously
responding anchors also highly affect the achievable position up-
date rate, as the latter relates to the total time needed to provide
the tag with the necessary information to estimate its position. In
SnapLoc, this total time consists of the duration of INIT and RESP
messages, as well as the time to switch between receive and trans-
mit mode at the anchors. As discussed in Sect. 4.5.2, this switching
time is approximately 100 µs when using the Decawave EVB1000
board and the duration of the two messages is roughly 334 µs . Thus,
deriving the information to estimate the tag’s position just takes
434 µs overall. Theoretically, this enables an update rate of more
than 2.3 kHz for SnapLoc, without any limitation on the number of
tags. Even when using the highly constrained microcontroller with
low SPI and CPU speeds described in Sect. 4.5.1, we still achieve an
update rate of about 996 Hz. This high update rate makes SnapLoc
highly suitable for feedback control systems and enables the precise
tracking of highly-dynamic objects. Note that the update rate is also
influenced by (i) streaming the CIR via SPI from the DW1000, (ii) de-
riving the actual TDOAs, as well as (iii) executing the algorithm
to estimate the tag’s position. However, these values are strongly
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Figure 8: Error ellipses showing the bias (blue circles) and the standard deviation (black ellipses) of the position estimation
without correction of the transmit timestamp (a), with the wireless correction (b), and with the wired correction (c).

hardware-dependent and could significantly be reduced by integrat-
ing a UWB transceiver together with a performant microcontroller
in a system on chip solution. Furthermore, when using the tech-
niques proposed in Sect. 5 to increase the timestamp resolution of
the DW1000, the uncertainties of the timestamps have to be either
sent back via wire (wired correction) or estimated at the reference
anchor (wireless correction), which decreases the update rate.

6.3 Localization Accuracy
We evaluate next the performance of SnapLoc and the effective-
ness of the methods to overcome the limited transmit timestamp
resolution proposed in Sect. 5.
Individual evaluation points. We start by investigating the lo-
calization accuracy of SnapLoc in a smaller room (Fig. 7a) using
NEP = 28 evaluation points. Fig. 8 shows the impact of the transmit
timestamp correction techniques presented in Sect. 5. The mean
(blue circle) and the standard deviation (black ellipses) for NP = 500
position estimates are shown for each evaluation point. Fig 8a
shows the accuracy of SnapLoc’s position estimation without trans-
mit timestamp correction. Fig 8b shows the accuracy of SnapLoc’s
position estimation with the wireless correction, whilst Fig. 8c with
the wired correction. As expected, the latter performs best, as it
recovers the least significant 9-bits of the transmit timestamp at all
anchors. The wireless correction, instead, restores a time resolution
of 15.56 ps for anchor A1 and a resolution of 1 ns for the remaining
anchors; thus, its performance is slightly worse compared to the one
obtained with the wired correction. Without any correction, each of
the anchor timestamps has a resolution of just 8 ns, which induces
a high error, as shown by the larger ellipses in Fig. 8a. Moreover, it
is noticeable in Fig. 8b and 8c that the evaluation points within a
distance of 1.5 m to an anchor (EP ∈ {1, 5, 24, 25, 26, 28}) perform
worse than those located further away from the anchors. This is
due to the high signal strength of the close anchor, which causes
the CIR register to saturate. As the amplitude of the other anchors’
responses remains relatively low, a correct response detection is

impaired. Thus, when deploying SnapLoc, a distance of at least
1.5 m between the tag and the anchors should be ensured. This is
often already the case in indoor localization systems, as anchors
are typically mounted close to the ceiling.
Overall localization accuracy and precision. To investigate the
overall performance of SnapLoc, we derive its accuracy and preci-
sion statistically using the cumulative distribution function (CDF)
over the error Erri of all position estimates. Due to the saturation
effects at tag positions close to the anchors, we have ignored the
corresponding evaluation points EP ∈ {1, 5, 24, 25, 26, 28} for this
analysis. Fig. 9a shows the performance of SnapLoc depending on
the used method to correct the limited TX timestamp resolution
of the Decawave DW1000. Without correction (solid orange line),
a 90% error of 1.15 m and a median error of 0.68 m was achieved.
Instead, the use of wireless correction allows to reduce the 90% error
to 55.8 cm and the median error to 25.4 cm (dashed blue line) and
the wired correction even reaches a 90% error of just 33.7 cm and
a median error of 18.4 cm (magenta dash dotted line). Thus, by
using the proposed correction methods, SnapLoc easily achieves
decimeter-level accuracy despite the limited transmit timestamp
resolution of 8 ns and the CIR resolution of about 1 ns.
Performance in larger room. To validate the accuracy of
SnapLoc also in other environments, we carry out an evaluation
in a laboratory classroom (Fig. 7b) that is significantly larger than
the previously employed office room (31.36m2 vs. 60.5m2). Fig. 9b
shows the CDF of all position estimates in the NEP = 14 evaluation
points shown in Fig. 7b. Without using a transmit timestamp cor-
rection, the 90% error is at 1.30 m and the median error at 0.73 m.
The wireless correction allows SnapLoc to sustain a 90% error of
74 cm and a median error of 22.3 cm. With the wired correction, the
median error is reduced to 17 cm and the 90% error to 35.2 cm. The
slight differences compared to the evaluation in room A are due
to the presence of a few more outliers with a position error above
0.5 m, as shown in Fig. 9b. Still, the results are consistent to the
evaluation in Room A despite the use of a larger area.
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Figure 9: Performance of SnapLoc depending on the method used to correct the limited transmit resolution of the DW1000
transceiver in the two rooms used in our evaluation.
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Figure 10: Performance of SnapLoc when a subject follows
a pre-defined track (red solid line). The positions estimated
by SnapLoc are marked with light blue crosses.

Free movement. The previous evaluations were performed at ran-
domly chosen, but static evaluation points to deliver reproducible
results. To investigate the performance of SnapLoc also while mov-
ing around freely, we mounted a tag on a rolling stand and asked a
subject to follow a marked line in a slow but continuous fashion.
While moving, we have continuously estimated the tag’s position
using SnapLoc combined with the wired correction method. Fig. 10
shows the results of the experiment. It is evident that the position
estimates (light blue crosses) follow the pre-defined track (red solid
line). Especially in the middle of the room, SnapLoc shows reliable
results due to equally strong responses of the anchors. Instead, close
to the anchors and at the border of the envelope curve spanned
by the anchors, the number of outliers increases. This is coherent
with the observations made in the previous evaluations. Please note
that we did not use any (tracking) filter on the measurements, such
as Kalman filter, particle filter, or moving average. The results are
solely raw position estimates. Due to unavailability of a optical track-
ing system to provide ground truth data, we could not determine
the absolute error properly. Still, estimating the shortest distance
to the desired track reveals a mean deviation of just 14.8 cm.

7 RELATEDWORK
UWB localization systems. Ultra-wideband technology enables
decimeter-level localization accuracy in multipath-rich indoor en-
vironments without the need of extensive infrastructure [30, 47].
Several practical implementations using low-cost UWB radios ex-
ist, e.g., based on the Decawave DW1000 [3, 14, 24, 28, 32, 37, 41],
on Time Domain’s PulsOn module [11, 45], or on self-made hard-
ware [23]. The main objective of these systems is to achieve a high
localization accuracy: as a result, the update rate at which the po-
sition can be computed has often not been discussed. Amongst
works explicitly mentioning the supported update rates, Kempke
et al. [24] achieve a 99% error in 3D of 53 cm with an update rate of
12 Hz. However, the latter is divided by the number of supported
tags (e.g., 6 Hz for two tags). Silva et al. [37] report average errors
between 5 and 40 cm in 2D, and achieve an update rate of 10 Hz
for a single tag. Hartmann et al. [16] report an average error of
27 cm in 2D and update a single tag every 50 Hz. SnapLoc achieves
similar accuracies (90% error of 33 cm), but at much higher update
rates and with the ability to support an unlimited number of tags.
Passive self-localization. One of the main features of SnapLoc is
that it gives tags the ability to carry out passive self-localization
and remain anonymous (i.e., tags are not actively transmitting data).
This allows to build localization systems that scale regardless of
the density of tags, given that an unlimited number of tags can, in
principle, localize at the same time. Passive self-localization is the
same principle adopted by GNSS systems [19] and one of the key
reasons for their long-lasting and enduring success. However, GNSS
satellites require the use of atomic clocks to maintain synchroniza-
tion of anchors. An UWB-based system comparable to GNSS has
been presented in [28], but it requires a tight synchronization at the
anchors and clock skew correction at the tag due to the use of se-
quential messages, which is often hard to attain [43, 44]. SnapLoc,
instead, removes the need for tight synchronization and does not
need a correction at the tag due to the use of (quasi-)simultaneous
responses, which ultimately enables very high update rates.
Concurrent passive localization. Similarly to SnapLoc, also Cho-
rus [7] exploits the concept of concurrent transmissions to perform
passive localization. Both works are developed independently and
published simultaneously in the same venue: differences include
implementation details, evaluation methodology, and the (com-
plementary) slant of the contribution. While Chorus focuses on
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modeling the impact of the limited timestamp resolution, SnapLoc
proposes a technique to overcome this limitation and implements
it on platforms making use of state-of-the-art UWB transceivers
(Sect. 5): this allows to achieve decimeter-level accuracy, as demon-
strated experimentally (Sect. 6) and showcased at public events [40].
SnapLoc also counteracts the clock drift between INIT and RESP
messages, enabling also highly-constrained devices (such as the
low-cost UWB platform presented in Sect. 4.5.1) to make use of the
proposed TDOA-based localization concept.

8 CONCLUSIONS AND FUTUREWORK
In this paper, we present SnapLoc, an ultra-fast localization system
for an unlimited number of tags – actually faster than a finger
snap, which typically takes 1 to 3 ms [46]. SnapLoc derives simul-
taneously all the information required to estimate a tag’s position,
which is enabled by extracting concurrent anchor responses from
a single estimated CIR. Based on the detected responses, SnapLoc
estimates the TDOA between anchors, removing the need to derive
the distance to the closest anchor using multiple messages as in
previous solutions, and allowing tags to anonymously self-localize.
Furthermore, in contrast to classical TDOA systems, SnapLoc does
neither require tight synchronization of anchors, nor correction of
clock deviations at the tag. We implement and evaluate SnapLoc
experimentally on a low-cost platform based on the Decawave
DW1000 UWB radio, as well as mitigate the intrinsic limited trans-
mit timestamp resolution of this transceiver. Our results show that
SnapLoc sustains decimeter-level positioning accuracy, with a 90%
error of 33.4 cm and a median error of 18.4 cm, and that it is highly
suited for supporting mobile applications.

Future work includes the evaluation of SnapLoc in three dimen-
sions, as well as the installation of SnapLoc in a multi-room multi-
level building to investigate its performance when introducing
multiple cells operating with orthogonal preamble codes.
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